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SUMMARY

This is a manifesto for how applied behavioral science can fulfill 
its true potential.

The behavioral insights movement has flourished over the last decade.1 
There is now a vibrant ecosystem of practitioners, teams, and academics 
building on each other’s work across the globe. Their focus on robust 
evaluation means we know that this work has had an impact on 
important issues such as antimicrobial resistance, educational attainment, 
climate change, and obesity.  

The Behavioural Insights Team is proud to have been a pioneer of this 
growth. However, we and others in the field also realize that behavioral 
science needs to evolve further over its next decade. 

In this manifesto we take a clear-eyed look at the challenges facing the 
field and offer ten proposals for making further progress. As a starting 
point, we present the main arguments from critics of the behavioral 
insights approach on the following page. 
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THE CRITICISMSTHE CRITICISMS
Limited impact Limited impact. The approach has focused on more tractable and easy-to-

measure changes at the expense of bigger impact: it has just been tinkering 
around the edges of fundamental problems.2

Failure to reach 
scale

The approach promotes a model of experimentation followed by scaling, but 
it has not paid enough attention to how successful scaling happens - and the 
fact it often does not happen.3

Mechanistic 
thinking

The approach has promoted a simple, linear, and mechanistic way of 
understanding and influencing behavior that ignores second-order effects and 
spillovers (and employs evaluation methods that assume a move from A to B 
against a static background).4 

Flawed evidence 
base

The replication crisis has challenged the evidence base underpinning the 
behavioral insights approach, adding to existing concerns like the duration of 
its interventions’ effects.5

Lack of precision The approach lacks the ability to construct precise interventions and establish 
what works for whom, and when. Instead, it relies either on over-general 
frameworks or disconnected lists of biases.6

Overconfidence The approach is affected by the wider problem of over-confidence and can 
over-extrapolate from its evidence base, particularly when testing is not an 
option.7

Control 
paradigm

The approach can be elitist and pays insufficient attention to people’s own 
goals and strategies; it uses concepts like “irrationality” to justify attempts 
to control the behavior of individuals, since they lack the means to do so 
themselves.8

Neglect of the 
social context

The approach has a limited, overly cognitive and individualistic view of 
behavior that neglects the reality that humans are embedded in established 
societies and practices.9    

Ethical concerns The behavioral insights approach will face more ethics, transparency, and 
privacy conundrums as it attempts more ambitious and innovative work.10

Homogeneity of 
participants and 
perspectives

The range of participants in behavioral science research has been narrow and 
unrepresentative; 11 homogeneity in the locations and personal characteristics 
of behavioral scientists influences their viewpoints, practices, and theories.12
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We do not agree with all these criticisms, but we do think that they highlight several challenges that 
must - and can - be met. Doing so will mean behavioral science is better equipped to help build 
policies, products, and services on stronger empirical foundations - and thereby address the world’s 
crucial challenges. 

Our ten proposals for applied behavioral science fall into three categories: scope (the range and 
scale of issues to which behavioral science is applied); methods (the techniques and resources that 
behavioral science deploys); and values (the principles, ideals, and standards of conduct that 
behavioral scientists adopt). 

Category Proposal Recommended action(s)

Scope

01
USE BEHAVIORAL 
SCIENCE AS A LENS
Summary: Page 11 
Detail: Page 25

Present behavioral science as a lens that 
improves the view of any public and private 
issue, in order to break a self-sustaining 
pattern that has directed behavioral science 
away from the most significant problems.

BUILD BEHAVIORAL 
SCIENCE INTO 
ORGANIZATIONS 

02

Summary: Page 12 
Detail: Page 29

Focus less on how to set up a dedicated 
behavioral science team, and more on 
how the approach can be integrated into 
an organization’s standard processes by 
upgrading its “choice infrastructure”. 

SEE THE SYSTEM

03
Summary: Page 14 
Detail: Page 37

Use aspects of complexity thinking to 
improve behavioral science so it can: exploit 
“leverage points”; model the collective 
implications of heuristics; alter specific 
features of systems to create wider changes; 
and understand the longer-term impact on a 
system of a collection of policies with varying 
goals.

THE PROPOSALSS
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Category Proposal Recommended action(s)

Methods

PUT RCTs IN  
THEIR PLACE

04
Summary: Page 15 
Detail: Page 45

Strengthen RCTs to deal better with 
complexity by: gaining a better 
understanding of the system interactions and 
anticipate how they may play out; setting up 
RCTs to measure diffusion and contagion in 
networks; building feedback and adaptation 
into the design of RCTs and interventions. 

REPLICATION,  
VARIATION AND 
ADAPTATION

05

Summary: Page 16 
Detail: Page 51

Identify the most reliable interventions, 
develop an accurate sense of the likely size 
of their effects, and avoid the weaker options. 
Recognize that heterogeneity requires a 
much higher bar for claiming that an effect 
holds true across many unspecified settings. 
Create multi-site studies to systematically 
study heterogeneity in a wider range of 
contexts and participants. Codify and 
cultivate the practical skills that successfully 
adapt interventions to new contexts.

BEYOND LISTS 
OF BIASES
Summary: Page 17 
Detail: Page 61

06
Emphasize theories that are “practical”: they 
fill the gap between high-level frameworks 
and jumbled lists of biases; they are based 
on data and generate testable hypotheses, 
but also specify the conditions under which 
a prediction applies; they present actionable 
steps to solve real-world problems.

PREDICT AND 
ADJUST

07
Summary: Page 18 
Detail: Page 69

Develop the practice of getting behavioral 
scientists to predict the results of experiments, 
and then feeding back the results to them. 
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Category Proposal Recommended action(s)

Values

BE HUMBLE, 
EXPLORE AND 
ENABLE

08

Summary: Page 18
Detail: Page 75

Avoid using the term “irrationality”; practice 
“epistemic humility”; and design processes and 
institutions to counteract overconfidence. Pay 
greater attention to people’s own interpretations 
of their beliefs, feelings and behaviors. Reach 
a wider range of experiences, including 
marginalized voices and communities. Recognize 
how apparently universal cognitive processes 
are shaped by specific contexts. Use six criteria 
(detailed in the main text) to assess when to enable 
people to use behavioral science themselves.

DATA SCIENCE
FOR EQUITY
Summary: Page 20 
Detail: Page 85

09
Use data science to identify the ways in which 
an intervention or situation appears to increase 
inequalities and introduce features to reduce them. 
For example, groups that are particularly likely 
to miss a filing requirement could be offered pre-
emptive help.

NO VIEW  
FROM NOWHERE

10
Summary: Page 21 
Detail: Page 91

Cultivate self-scrutiny; find new ways for the 
subjects of research to judge researchers; take 
actions to increase diversity among behavioral 
scientists and their teams, such as building 
professional networks between the Global North 
and Global South.
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The figure below shows how each proposal maps onto the criticisms, as well as which groups have respon-
sibility for implementing them: practitioners (individuals or teams who apply behavioral science findings 
in practical settings); the clients who commission these practitioners (for example, public or private sector 
organizations); academics working in the behavioral sciences (including disciplines such as anthropology, 
economics, and sociology); and funders who support the work of these academics.  

CRITICISM PROPOSAL RESPONSIBLE ACTOR(S)

SCOPE PRACTITIONERS CLIENTS ACADEMICS FUNDERS

LIMITED IMPACT Use behavioral science as a lens 

FAILURE TO 
REACH SCALE

Build behavioral science into 
organizations

MECHANISTIC 
THINKING

See the system

METHODS

FLAWED EVIDENCE 
BASE

Put RCTs in their place 

LACK OF PRECISION Replication, variation, adaptation 

OVERCONFIDENCE Beyond lists of biases 

CONTROL PARADIGM Predict and adjust 

VALUES

NEGLECT OF THE 
SOCIAL CONTEXT

Be humble, explore and enable 

ETHICAL CONCERNS Data science for equity 

HOMOGENEITY OF 
PARTICIPANTS AND 

PERSPECTIVES
No “view from nowhere” 
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The early phase of the behavioral insights 
movement was marked by skepticism about 
whether findings from laboratories would translate 
to real-world settings.13 Mindful of this concern, 
practitioners developed standard approaches that 
could demonstrate a clear causal link between an 
intervention and an outcome.14 

In practice, these approaches directed attention 
towards how the design of specific aspects of 
a policy, product or service influences discrete 
behaviors by actors who are considered mostly in 
isolation.15 These standard approaches are strong 
and have produced compelling results. But they 
have also encouraged people to see behavioral 
science as a kind of specialist tool. This view mostly 
limits behavioral science to fixing concrete aspects 
of predetermined interventions - rather than shaping 
broader policy goals. Behavioral science acts 
as an alternative to standard tools, and it should 
be applied only to certain kinds of “behavioral” 
issues.16 

Such a view is both misguided and profoundly 
limiting, but over time it has created a self-
reinforcing perception that only certain kinds of 
tasks are “suitable” for behavioral scientists.17 
Opportunities, skills and ambitions have been 
constricted as a result. 

A rebalancing is needed. Behavioral science also 
has much to say about pressing societal issues like 
discrimination, pollution, or economic mobility, and 
the structures that produce them.18 These ambitions 
have always been present in the behavioral insights 
movement,19 but the factors just outlined acted 
against them being realized more fully.20

The first step is to change the way we frame 
behavioral science itself. We need to see 
behavioral science as a lens that can be applied 
to any public and private issue. Using this frame 
shows that behavioral insights can enhance the way 
we see policy options (for example, revealing new 
ways of structuring taxes), rather than just acting as 
an alternative to them; it also conveys that creating 
new interventions to change behavior is not always 
the goal - which means more weight should be 
placed on the behavioral diagnosis of an issue.
Behavioral science itself shows us the power of 
framing: the metaphors we use shape the way 
we behave, and therefore can be an agent of 
change.21 Metaphors are particularly important 
in this case because the task of broadening the 
use of behavioral science requires making a 
compelling case to decision makers.22 The metaphor 
of behavioral insights as a tool has established 
credibility and acceptance in a defined area; 
expanding beyond that area is the task for the  
next decade. 

Full detail on page 25

01
USE BEHAVIORAL 
SCIENCE AS A LENS

SCOPE 

11The Behavioural Insights Team / A Manifesto for Applying Behavioral Science



BEHAVIORAL SCIENCE KNOWLEDGE AND CAPACITY

LIMITED CONCENTRATED DIFFUSED

BEHAVIORAL 
SCIENCE 
INCORPORATED 
INTO 
ORGANIZATIONAL 
PROCESSES

NO Baseline Proactive consultancy Behavioral entrepreneurs

YES Nudged organization “Call for the experts”
Behaviorally-enabled 

organization

G
re

at
er

 p
ot

en
tia

l f
or

 s
ca

le

There has been too little focus on using behavioral 
science to shape organizations themselves, as 
opposed to increasing how much an organization 
uses behavioral science to achieve its goals.23 We 
need to talk less on how to set up a dedicated 
behavioral team, and more about how behavioral 
science can be integrated into an organization’s 
standard processes. For example, as well as trying 
to ensure that a departmental budget includes 
provisions for behavioral science, why not use 
behavioral science to improve the way this budget 
is created (e.g., are managers anchored to 
outdated spending assumptions)? 

But we need to understand how this new way of 
thinking maps against existing debates about how 
to set up a behavioral function in organizations.  
We propose that doing so reveals six main 
scenarios, as shown in the diagram below.   

02
BUILD BEHAVIORAL 
SCIENCE INTO 
ORGANIZATIONS 

SCOPE 

In the “Baseline” scenario there is limited awareness 
of behavioral science in the organization, and its 
principles are not incorporated into processes. In 
the “Nudged Organization,” levels of behavioral 
science awareness are still low, but its principles 
have been used to redesign processes to create 
better outcomes for staff or service users. No 
explicit behavioral science knowledge or capacity 
is created or needed, which means the return on 
investment here could be large. For that reason, this 
model feels like a neglected opportunity. 

In “Proactive Consultancy”, leaders may have set 
up a dedicated behavioral team without enough 
supporting organizational changes. The result is 
that the team has to work in an enterprising way, 
going to look for opportunities and having to prove 
its worth. But these teams may not be in a resilient 
position, since they lack ways to be grafted onto the 
standard processes of an organization. 
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Most discussions make it seem like the meaningful 
choice is between the different columns in the table 
above - how to organize dedicated behavioral 
science resources. Instead, the more important move 
is from the top row to the bottom row: moving from 
projects to processes, from commissions to culture. 
A useful way of thinking about this task is about 
building or upgrading the “choice infrastructure” of 
the organization.24 

Working out how best to build the choice 
infrastructure in organizations should be a major 
priority for behavioral science. One advantage 
to this approach is that it can help organizations 
address problems with scaling interventions. 
Already we can see some features will be 
crucial: reducing the costs of experimentation; 
creating a system that can learn from its actions; 
and developing new and better ways of using 
behavioral science principles to analyze the 
behavioral effects of organizational processes, 
rules, incentives, metrics, and guidelines.25

Full detail on page 29

In “Call For The Experts”, an organization has 
concentrated behavioral expertise, but there are 
also prompts and resources that allow this expertise 
to be integrated more into “business as usual”. 
Expertise is not widespread, but access to it is. This 
setup could mean that processes stimulate demand 
for behavioral expertise that the central team can 
fulfill. That team may also have the institutional 
support to proactively monitor activities and 
respond quickly to specific crises. 

In “Behavioral Entrepreneurs”, there is behavioral 
science capacity distributed throughout the 
organization, either through direct capacity building 
or recruitment. The problem is that organizational 
processes do not support these individual pockets 
of knowledge. Therefore, those with expertise find 
it hard to apply ideas in practice, evaluate their 
effects, share findings, and build learning. 

Finally, a “Behaviorally-Enabled Organization” 
is one where there is knowledge of behavioral 
science diffused throughout the organization, which 
also has processes that reflect this knowledge and 
support its deployment. Staff apply behavioral 
science in a deliberate way as part of “business as 
usual”, rather than as special projects. While this 
is the most resilient setup, it also requires the most 
resources.
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Many important policy challenges emerge from 
complex adaptive systems, where change often 
does not happen in a linear or easily predictable 
way, and where coherent behavior can emerge 
from interactions without top-down direction.26 
There are many examples of such systems in human 
societies, including cities, markets, and political 
movements.27 These systems can create “wicked 
problems” - like the Covid-19 pandemic - where 
ideas of success are contested, changes are non-
linear and difficult to model, and policies have 
unintended consequences.28   

This reality challenges the dominant behavioral 
science approach, which usually assumes stability 
over time, keeps a tight focus on predefined target 
behaviors, and predicts linear effects based on a 
predetermined theory of change.29 The end result, 
some argue, is a failure to understand how actors 
are acting and reacting in a complex system that 
leads policymakers to conclude they are being 
“irrational” - and then actually disrupt the system in 
misguided attempts to correct perceived biases.30

Behavioral science can be improved by using 
aspects of complexity thinking to offer new, 
credible, and practical ways of addressing 
major policy issues. First, we need to reject crude 
distinctions of “upstream” versus “downstream” or 
the “individual frame” versus the “system frame”.31 
Instead, complex adaptive systems show that 
“higher-level” features of a system can actually 
emerge from the “lower-level” interactions of actors 
participating in the system.32 When they become the 
governing features of the system, they then shape 
the “lower-level” behavior until some other aspect 
emerges, and the fluctuations continue. We can see 
this pattern in the way that new coronavirus variants 
emerged from specific contexts to re-shape the 
whole course of the pandemic. 

In other words, we are dealing with ‘cross-scale 
behaviors’.33 For example, norms, rules, practices, 
and culture itself can emerge from aggregated 
social interactions; these features then shape 
cognition and behavioral patterns in turn.34 

Recognizing cross-scale behaviors means that 
behavioral science could:
• Identify “leverage points’’ where a specific shift 

in behavior will produce wider system effects. 
For example, if even a subset of consumers 
decides to switch to a healthier version of a 
food product, this can have broader effects on 
a population’s consumption through the way the 
food system responds by restocking and product 
reformulation.35 

• Model the collective implications of individuals 
using simple heuristics to navigate a system. For 
example, new models show how small changes 
to simple heuristics that guide savings (in this 
case, how quickly households copy the savings 
behaviors of neighbors) can lead to inequalities 
in wealth suddenly emerging.36 

• Find targeted changes to features of a system 
that create the conditions for wide-ranging shifts 
in behavior to occur. For example, a core driver 
for social media behaviors is the ease with 
which information can be shared.37 Even minor 
changes to this factor can drive widespread 
changes - some have argued that such a 
change is what created the conditions leading to 
the Arab Spring, for example.38

This approach also suggests that a broader change 
in perspective is needed. We need to realize the 
flaws in launching interventions in isolation and 
then moving on when a narrowly defined goal has 
been achieved. Instead, we need to see the longer-
term impact on a system of a collection of policies 
with varying goals.39 The best approach may be 
“system stewardship”, which focuses on creating 
the conditions for behaviors and indirectly steering 
adaptation towards overall goals.40

Of course, not every problem will involve a 
complex adaptive system; for simple issues the 
standard behavioral approach works well. So 
behavioral scientists should develop the skills to 
recognize the type of system that they are facing 
(“see the system”), and then choose their approach 
accordingly. These skills can be developed 
through agent-based simulations,41 immersive 
technologies,42 or just basic checklists.43   

SCOPE 

03
SEE THE SYSTEM

Full detail on page 37
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Randomized Controlled Trials (RCTs) have been 
a core part of applied behavioral science, 
and they work very well in relatively simple 
and stable contexts. But they can fare worse in 
complex adaptive systems, whose many shifting 
connections can make it difficult to keep a control 
group isolated, and where a narrow focus on 
predetermined outcomes may neglect others that 
are important but difficult to predict.44 
We can strengthen RCTs to deal better with 
complexity. We can try to gain a better 
understanding of the system interactions and 
anticipate how they may play out, perhaps through 
“dark logic” exercises that try to trace potential 
harms, rather than benefits.45 We can set up RCTs 
to measure diffusion and contagion in networks, 
either by creating separate online environments or 
by randomizing real-world clusters, like separate 
villages.46 Full detail on page 45

04
PUT RCTs IN  
THEIR PLACE

METHODS

Finally, we can build feedback and adaptation into 
the RCT design, allowing adjustments to changing 
conditions.47 Options include using two-stage trial 
protocols,48 evolutionary RCTs,49 sequential multiple 
assignment randomized (SMART) trials,50 and 
“bandit” algorithms that identify high-performing 
interventions and allocate more people to them.51

We can also use behavioral science to enhance 
alternative ways of measuring impact - in particular, 
agent-based modeling, which tries to simulate 
the interactions between the different actors in a 
system.52 The agents in these models are mostly 
assumed to be operating on rational choice 
principles.53 Therefore, there is a big opportunity 
to build in more evidence about the drivers 
of behavior - for example, habits and social 
comparisons.54
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We need specific proposals as well as narrative 
changes. The first concerns data collection: expand 
studies to include (and thus examine) a wider range 
of contexts and participants, and gather richer 
data about them. To date, only a small minority 
of behavioral studies have provided enough 
information to see how effects vary.61 Coordinated 
multi-site studies will be needed to collect enough 
data to explore heterogeneity systematically; 
“crowdsourced” studies offer particular promise for 
testing context and methods.62 

Behavioral scientists also need to get better at 
judging how much an intervention’s results were 
linked to its context - and therefore how much 
adaptation it may need.63 We should use and 
modify frameworks from implementation science 
to develop such judgment.64 Finally, we need 
to codify and cultivate the practical skills that 
successfully adapt interventions to new contexts; 
expertise in behavioral science should not be seen 
as simply knowing about concepts and findings in 
the abstract. Therefore, it’s particularly valuable to 
learn from practitioners how they adapted specific 
interventions to new contexts. These accounts are 
starting to emerge, but they are still rare,65 since 
researchers are incentivized to claim universality for 
their results, rather than report and value contextual 
details.66

The “replication crisis” of the last decade has seen 
intense debate and concern about the reliability 
of behavioral science findings. Poor research 
practices were a major cause of the replication 
crisis; the good news is that many have improved 
as a result.55 

We need to secure and build on these advances, so 
that we move towards a future where meta-analyses 
of high-quality studies (including deliberate 
replications) are used to identify the most reliable 
interventions, develop an accurate sense of the 
likely size of their effects, and avoid the weaker 
options. We have a responsibility to discard ideas 
if solid evidence now shows they are shaky, and to 
offer a realistic view of what behavioral science can 
accomplish. 

That responsibility also requires us to have a hard 
conversation about heterogeneity in results: the 
complexity of human behavior creates so much 
statistical “noise” that it’s often hard to detect 
consistent signals and patterns.56 The main drivers of 
heterogeneity are that a) contexts influence results 
and b) the effect of an intervention may vary greatly 
between groups within a population.57 These factors 
complicate the idea of replication itself: a “failed” 
replication may not show that a finding was false, 
but rather how it exists under some conditions and 
not others.58 

These challenges mean that applied behavioral 
scientists need to set a much higher bar for claiming 
that an effect holds true across many unspecified 
settings.59 There is a growing sense that interventions 
should be talked about as hypotheses that were true 
in one place, and which may need adapting for 
them to be true elsewhere as well.60

METHODS

05
REPLICATION, VARIATION, 
ADAPTATION

Full detail on page 51
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The concern for behavioral science is that it uses 
both these high-level frameworks, like dual process 
theories, and jumbled collections of heuristics and 
biases - with little in the middle to draw both levels 
together.74 

We think that a priority for responding to this 
challenge is to develop theories that are practical. 
By this we mean:

• They fill the gap we’ve identified in 
behavioral science: between day-to-day 
working hypotheses and comprehensive and 
systematic attempts to find universal underlying 
explanations. 

• They are based on data rather than being 
derived from pure theorizing.75 

• They can generate testable hypotheses, so they 
can be disproved.76  

• However, they also specify the conditions under 
which a prediction applies or does not.77 

• They are geared towards realistic adaptation by 
practitioners and offer ‘actionable steps toward 
solving a problem that currently exists in a 
particular context in the real world.’78

We think that resource rationality is a good 
example of a practical theory. It starts from the 
basis that people make rational use of their limited 
cognitive resources.79 Given there is a cost to 
thinking, people will look for solutions that balance 
choice quality with effort. Importantly, these 
principles offer a systematic framework for building 
useful models for how people act. 

A recent study has shown how these models can 
can not only predict how people will respond to 
different kinds of nudges in certain contexts, but also 
can be integrated with machine learning to create 
an automated method for constructing ‘optimal 
nudges’.80 These are highly practical benefits 
coming from applying a particular theory.      

The heterogeneity in behavioral science findings 
also means that our underlying theories need to 
improve: we are lacking good explanations for why 
findings vary so much.67 This need for better theories 
can be seen as part of a wider “theory crisis” in 
psychology, which has thrown up two big concerns 
for behavioral science.68 

The first stems from the fact that theories of 
behaviour often try to explain phenomena that are 
complex and wide-ranging.69 Trying to cover this 
variability can produce descriptions of relationships 
and definitions of constructs that are abstract and 
imprecise. The result is theories that are vague and 
“weak”, since they can be used to generate many 
different hypotheses - some of which may actually 
contradict each other.70 That makes theories hard 
to disprove and so weak theories stumble on, 
unimproved.71

The other concern is that theories can make specific 
predictions, but they are disconnected from each 
other - and from a deeper, general framework 
that can provide broader explanations (like 
evolutionary theory, for example).72 The main way 
this issue affects behavioral science is through 
heuristics and biases. Examples of individual biases 
are accessible, popular, and how many people 
first encounter behavioral science. These ideas are 
incredibly useful, but have often been presented 
as lists of standalone curiosities, in a way that is 
incoherent, reductive, and deadening. They can 
create overconfident thinking that targeting a 
specific bias (in isolation) will achieve a certain 
outcome.73 

Perhaps most importantly, focusing on lists of 
biases distracts us from answering core underlying 
questions. When does one or another bias apply? 
Which are widely applicable, and which are highly 
specific? These are highly practical questions when 
someone is faced with tasks like, for example, 
taking an intervention to new places.

METHODS

06
BEYOND LISTS 
OF BIASES

Full detail on page 61
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Hindsight bias is what happens when people feel 
“I knew it all along”, even if they did not.81 When 
the results of an experiment come in, hindsight 
bias may mean that behavioral scientists are more 
likely to think that they had predicted them, or 
quickly find ways of explaining why they occurred. 
Hindsight bias is a big problem because it breeds 
overconfidence, impedes learning, dissuades 
innovation, and prevents us from understanding 
what is truly unexpected.82 

In response, behavioral scientists should establish 
a standard practice of predicting the results of 
experiments, and then receiving feedback on 
how their predictions performed. Hindsight bias 
can flourish if we do not systematically capture 
expectations or “priors” about what the results of a 
study will be - in other words, it is not easy to check 
or remember the state of knowledge before an 
experiment.83 Making predictions provides regular, 
clear feedback of the kind that is more likely to 
trigger surprise and reassessment, rather than 
hindsight bias.84 

More and more studies are explicitly integrating 
predictions.85 But barriers lie in the way of further 
progress. People may not welcome the ensuing 
challenge to their self-image; predicting may seem 
like one thing too many on the to-do list; and the 
benefits lie in the future.

We propose: make predicting easy by 
incorporating it into standard organizational 
processes; minimize threats to predictors’ self-
image, for example by making and feeding back 
predictions anonymously;86 give concrete prompts 
for learning and reflection, in order to disrupt the 
move from surprise to hindsight bias;87 and build 
learning from prediction within and between 
institutions. 

Full detail on page 69

METHODS

07
PREDICT AND 
ADJUST

Behavioral scientists (like other experts) may over-
confidently rely on decontextualized principles that 
do not match the real-world setting for a behavior.88 
Deeper inquiry can reveal reasonable explanations 
for what seem to be behavioral biases.89 In 
response, those applying behavioral science 
should: avoid using the term “irrationality”, which 
can limit attempts to understand actions in context; 
acknowledge that diagnoses of behavior are 
provisional and incomplete (“epistemic humility”);90 
and design processes and institutions to counteract 
overconfidence.91 

A common theme through these ideas is the need for 
more and better inquiry into behaviors in context, 
rather than making assumptions. Open-ended 
qualitative exploration of the context and drivers for 
behaviors is not new to the behavioral sciences.92 
However, three areas demand particular focus in 
the future. First, pay greater attention to people’s 
goals and strategies, and their own interpretations 
of their beliefs, feelings, and behaviors.93 
Second, reach a wider range of experiences, 
including marginalized voices and communities, 
understanding how structural inequalities can lead 
to expectations and experiences varying greatly 
by group and geography.94 Third, recognize how 
apparently universal cognitive processes are 
shaped by specific contexts, thereby unlocking new 
ways for behavioral science to engage with values 
and culture.95       

VALUES

08
BE HUMBLE, EXPLORE 
AND ENABLE
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e.g. employees deciding they want 
healthy foods to be prominent & 
developing arrangement

e.g. initiator decides 
that the best option is to 
teach people heuristics 
to increase savings

e.g. healthy foods 
placed prominently in 
canteen

e.g. users working 
with gyms to develop 
commitment devices that 
actively remind users of 
their exercise goals

e.g. gyms introducing 
commitment devices to 
increase usage

e.g. creating regular 
automatic bank transfers 
to savings account

e.g. individual reads 
about heuristics and 
constructs own heuristics 
for savings goals

e.g. placing letters to be 
posted on doorhandle

NONE CO-DESIGN INITIATING/DRIVING

NONE

REFLECTION

ACTION

NUDGE SELF-NUDGE

NUDGE+ SELF-
NUDGE+

BOOST

Level of involvement in initiative

“PATERNALISTIC” BOOST “SELF-BOOST”

In addition, more can and should be done 
to broaden ownership of behavioral science 
approaches. Many, but far from all, behavioral 
science applications have been quite top-
down, with a ‘choice architect’ enabling certain 
outcomes.96 One route is to enable people to 
become more involved in designing interventions 
themselves - and “nudge plus”, “self nudges”, 
and “boosts” have been proposed as ways of 
doing this.97 Reliable criteria are needed to decide 
when enabling approaches may be appropriate, 
including: whether the opportunity to use an 
enabling approach exists; ability and motivation; 
preferences; learning and setup costs; equity 
impacts; and effectiveness (recognizing evidence 
on this point is still emerging).98

But these new approaches should not be seen 
simplistically as “enabling” alternatives to 
“disempowering” nudges.99 Instead, we need to 
consider a) how far the person performing the 
behavior is involved in shaping the initiative itself; b) 
the level and nature of any capacity created by the 
intervention. 

People may be heavily engaged in selecting and 
developing a nudge intervention that nonetheless 
does not trigger any reflection or build any 
skills. Alternatively, a policy maker may have 
paternalistically assumed that people want to build 
up their capacity to perform an action, when in fact 
they do not. This is the real choice to be made.

A final piece missing from current thinking is that 
enabling people can lead to a major decentering 
of the use of behavioral science. If more people 
are enabled to use behavioral science, they may 
decide to introduce interventions that influence 
others. Rather than just creating self-nudges through 
altering their immediate environments, they may 
decide that wider system changes are needed 
instead. A range of people could be enabled 
to create nudges that generate positive societal 
change (with no “central” actors involved), as 
happened for the “Fair Tax Mark” in the UK.

Full detail on page 75
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• Who does the personalization target, and using 
what criteria? Many places have laws or norms 
to ensure equal treatment based on personal 
characteristics. When does personalization 
violate those principles? 

• How is the intervention constructed? To what 
extent do the recipients have awareness of 
the personalization, choice over whether it 
occurs, control over its level or nature, and the 
opportunity for giving feedback on it?108 

• When is it directed? Is it at a time when the 
participant is vulnerable? Would they likely 
regret it later, if they had time to reflect? 

• Why is personalization happening? Does 
it aim to exploit and harm or support and 
protect, recognizing that those terms are often 
contested? 

Taking these factors into account, we propose that 
the main opportunity is for data science to identify 
the ways in which an intervention or situation 
appears to increase inequalities, and reduce 
them.109 For example, groups that are particularly 
likely to, say, miss a filing requirement, could be 
offered preemptive help. 

We call this idea data science for equity. It 
addresses the “why” factor by using data science 
to support not exploit. But it needs to be supported 
by other attempts to increase agency (the “how” 
factors), like a recent study that showed how boosts 
can be used to help people detect micro-targeting 
of advertising,110 and studies that obtain more 
data on which uses of personalization people find 
acceptable.  

09
DATA SCIENCE 
FOR EQUITY

VALUES

Recent years have seen growing interest in using 
new data science techniques to reliably analyze 
the heterogeneity of large datasets.100 Machine 
learning is claimed to offer more sophisticated, 
reliable, and data-driven ways of detecting 
meaningful patterns in datasets.101 For example, 
a machine learning approach has been shown to 
be more effective than conventional segmentation 
approaches at analyzing patterns of US household 
energy usage to reduce peak consumption.102 

A popular idea is to use such techniques to better 
understand what works best for certain groups, and 
thereby tailor an offering to them.103 “Scaling” an 
intervention stops being about a uniform roll-out, 
and instead becomes about presenting recipients 
with the aspects that are most effective for them.104 

This vision is often presented as straightforward and 
obviously desirable, but it runs almost immediately 
into ethical quandaries and value judgements. 
People are unlikely to know what data has been 
used to target them, and how; the specificity of 
the data involved may make manipulation more 
likely, since it may exploit sensitive personal 
vulnerabilities; and expectations of universality 
and non-discrimination in public services may be 
violated.105 

There is also emerging evidence that people often 
object to personalization. While they support some 
personalized services, they consistently oppose 
advertising that is customized based on sensitive 
information - and they are generally against the 
collection of the information that personalization 
relies on.106 When a company tries personalization 
that crosses into being “creepy,” uproar and 
damage to its reputation can ensue.107    

In order to navigate this landscape, behavioral 
scientists need to examine four factors.

Full detail on page 85
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Self-scrutiny may not be enough. We should 
also find ways for people to judge researchers 
and decide whether they want to participate in 
research - going beyond consent forms. Finally, 
we should take actions to increase diversity (of 
several kinds) among behavioral scientists, teams, 
collaborations, and institutions. These could include 
increased support for starting and completing PhDs, 
reducing the significant racial gaps present in much 
public funding of research, or building professional 
networks that connect the Global North and  
Global South.120

10
NO VIEW  
FROM NOWHERE

VALUES

Behavioral scientists need to understand how they 
bring certain assumptions, privileges, and ways 
of seeing to what they do.111 They are always 
situated, embedded, and entangled with ideas and 
situations. They cannot assume there is some set-
aside position from which to observe the behavior 
of others - there is no “view from nowhere”.112 

Behavioral scientists are defined by having 
knowledge, skills, and education; many of them 
can use these resources to shape public and private 
actions. Therefore, they are in a privileged position, 
but may not see the extent to which they hold elite 
positions that stop them from understanding people 
who think differently (for example those who are 
skeptical of education).113

There have been repeated concerns that the 
field is still highly homogeneous in other ways as 
well. Gender, race, physical abilities, sexuality, 
and geography also influence the viewpoints, 
practices, and theories of behavioral scientists.114 
Only a quarter of the behavioural insights teams 
catalogued in a 2020 survey were based in the 
Global South.115 The last decade has shown just how 
behaviors can vary greatly from culture to culture, 
even as psychology has tended to generalize from 
relatively small and unrepresentative samples.116 So, 
rather than claiming that science is value-free, we 
need to find realistic ways of acknowledging and 
improving this reality.117 

A starting point is for behavioral scientists to 
cultivate self-scrutiny by querying how their 
identities and experiences contribute to their stance 
on a topic. Hypothesis generation could particularly 
benefit from this exercise, since arguably it is closely 
informed by the researcher’s personal priorities 
and preferences.118 Behavioral scientists could be 
actively reflecting on interventions in progress, 
including what factors are contributing to power 
dynamics.119 

Full detail on page 91
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CONCLUSION

When considered together, these proposals  
present a consistent and coherent vision for the 
future of applied behavioral science. A common 
theme throughout the ten proposals is the need for 
self-reflective practice. In other words, a main  
priority for behavioral scientists is to recognize 
the various ways that their own behavior is being 
shaped by structural, institutional, environmental,  
and cognitive factors.

However, as the field itself shows, a gap often 
emerges between intention and action. Given 
what’s at stake, BIT will focus on bridging this gap 
in the coming years. Realizing these proposals 
will require sustained work and experiencing the 
discomfort of disrupting what may have become 
familiar and comfortable practices. Indeed, 
this manifesto forms part of a new collection of 
resources from BIT to start to fulfill the goals  
set out here.   

 
 

Improving applied behavioral science has some 
characteristics of a social dilemma - benefits are 
diffused across the field as a whole, while costs 
fall on any individual party who chooses to act 
(or act first). Practitioners are often in competition. 
Academics often want to establish a distinctive 
research agenda. Commissioners are often 
rewarded for risk aversion. Impaired coordination 
is particularly problematic, since it forms the basis 
for several necessary actions (such as the multi-site 
studies to measure heterogeneity).

Solving these problems will be hard. Funders 
need to find mechanisms that adequately reward 
coordination and collaboration by recognizing the 
true costs involved. Practitioners need to perceive 
the competitive advantage from adopting new 
practices and be able to communicate them to 
clients. Stepping back, the starting point for these 
changes needs to be a change in the narrative 
about what the field does and could do. The 
“manifesto” presented here aims to help shape  
this narrative.  

Category Proposal Recommended action(s)

Scope Use behavioral science as 
a lens

Present behavioral science as a lens that improves the view of any 
public and private issue, in order to break a self-sustaining pattern 
that has directed behavioral science away from the most significant 
problems.

Build behavioral science 
into organizations

Focus less on how to set up a dedicated behavioral science team, and 
more on how the approach can be integrated into an organization’s 
standard processes by upgrading its “choice infrastructure”. 

See the system Use aspects of complexity thinking to improve behavioral science so 
it can: exploit “leverage points”; model the collective implications of 
heuristics; alter specific features of systems to create wider changes; 
and understand the longer-term impact on a system of a collection of 
policies with varying goals.
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Category Proposal Recommended action(s)

Methods Put RCTs in their place Strengthen RCTs to deal better with complexity by: gaining a better 
understanding of the system interactions and anticipate how they 
may play out; setting up RCTs to measure diffusion and contagion in 
networks; building feedback and adaptation into the design of RCTs 
and interventions. 

Replication, variation, 
adaptation

Identify the most reliable interventions, develop an accurate sense 
of the likely size of their effects, and avoid the weaker options. 
Recognize that heterogeneity requires a much higher bar for claiming 
that an effect holds true across many unspecified settings. Create 
multi-site studies to systematically study heterogeneity in a wider 
range of contexts and participants. Codify and cultivate the practical 
skills that successfully adapt interventions to new contexts.

Beyond lists of biases Emphasize theories that are “practical”: they fill the gap between 
high-level frameworks and jumbled lists of biases; they are based 
on data and generate testable hypotheses, but also specify the 
conditions under which a prediction applies; they present actionable 
steps to solve real-world problems.

Predict and adjust Develop the practice of getting behavioral scientists to predict the 
results of experiments, and then feeding back the results to them. 

Values Be humble, explore,        
and enable

Avoid using the term “irrationality”; practice “epistemic humility”; 
and design processes and institutions to counteract overconfidence. 
Pay greater attention to people’s own interpretations of their beliefs, 
feelings, and behaviors. Reach a wider range of experiences, 
including marginalized voices and communities. Recognize how 
apparently universal cognitive processes are shaped by specific 
contexts. Use six criteria to assess when to enable people to use 
behavioral science themselves.

Data science for equity Use data science to identify the ways in which an intervention or 
situation appears to increase inequalities and introduce features to 
reduce them. For example, groups that are particularly likely to miss a 
filing requirement could be offered pre-emptive help.

  No “view from nowhere” Cultivate self-scrutiny; find new ways for the subjects of research to 
judge researchers; take actions to increase diversity among behavioral 
scientists and their teams, such as building professional networks 
between the Global North and Global South.
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The recent surge in applying behavioral science to 
practical issues has made a measurable difference 
across many domains. The approach has been 
adopted by public sector bodies at the local, 
national, and supra-national level,121 and by private 
companies large and small. They have improved 
outcomes in health,122 education,123 sustainability,124 
transport,125 diet,126 and financial behavior,127 
among many areas. Many of these improvements 
have come at relatively low cost.128

Despite these achievements, objections have 
emerged. A common one is that there’s been a 
focus on tractable and easy-to-measure changes, 
at the expense of bigger impact on major issues. 
Behavioral science, it’s claimed, has just been 
tinkering around the edges of fundamental 
problems.129 

We agree with the challenge that behavioral 
science can and should do more. Every day, new 
policies cut against well-established evidence of 
how people behave.130 Services are shaped in 
ways that people cannot navigate. Products are 
launched with fundamental misconceptions about 
how people are likely to approach them. There 
are fewer prominent examples that clearly show 
how governing policies and systems have been 
designed using concepts from behavioral science, 
as opposed to specific aspects of how those 
policies were presented or structured.131 

We need to see behavioral science as a lens that improves the 
view of any public and private issue, rather than as a tool that 
we sometimes pick up. Making this change will help break the 
self-sustaining pattern whereby demand for behavioral science, 
and the tools we have developed, has pushed work towards 
‘downstream’ interventions and away from structural changes.

So, how to move forward? Step one is to realize 
that the strengths that have brought success may 
also be holding behavioral science back.    
To explain, let’s go back to the start of the current 
phase of applied behavioral science (around 
2008-2012), when there was a pressing need to 
demonstrate clear results and build credibility. 
That pressure led us and others to form standard 
ways of applying “behavioral insights”. These 
approaches generally have a common set of 
features.132 The standard series of actions looks 
something like this:

• scoping the issue and exploring drivers of 
behavior 

• defining a specific target behavior that can be 
measured reliably

• generating evidence-based interventions to 
change the target behavior 

• creating a robust experimental design to test the 
intervention’s effects

• if desired, taking the intervention to new places 
(e.g., “scaling”)

These actions are usually presented in a step-by-
step (linear) way, although most guides stress that 
people can loop between stages. 

01
USE BEHAVIORAL 
SCIENCE AS A LENS

SCOPE
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Over the past decade, this kind of 
approach has tended to produce:

• “downstream” interventions that 
concern how specific aspects of 
a policy, product or service are 
designed 

• a focus on discrete behaviors by 
actors (e.g., people, businesses), 
considered mostly in isolation.133 

Perhaps a good example is BIT’s project to reduce 
missed hospital appointments in the UK.134 This work 
identified the wording of text message reminders 
as an opportunity for improvement. We ran two 
randomized controlled trials in London, which found 
that a message referring to the cost of a missed 
appointment for the health system reduced no-
shows from 11.1% to 8.5% - a 25% relative change. 
This low-cost change was then taken up by other 
health providers around the world.135  

As this example shows, the approach is a strong 
one. There’s a neatly-defined problem, a specific 
intervention, and a strong causal link between that 
intervention and the target outcome. There’s a clear 
story to tell about what happened and why. 
These strengths mean that there are still so many 
improvements that this approach could achieve. For 
instance, one priority should be to clear the vast 
administrative burdens (or ‘sludge’) that prevent 
people - particularly those with fewest resources 
- from understanding or accessing government 
services.136   

However, the justified focus on these clear and 
credible results about downstream impact also 
becomes self-reinforcing. People start to think that 
this is the sole way that behavioral science can be 
applied. In turn, this perception shapes demand: 
only certain kinds of problems are seen as ones 
‘suitable’ for behavioral scientists.137 

Opportunities, skills, and ambitions have been 
constricted as a result. In general, practitioners 
have focused more on expanding the application 
of some “tried and tested” interventions to new 
areas, and less on exploring new ones (or getting a 
deeper understanding of familiar ones).138 

Take the economy: behavioral science can show 
how to regulate markets differently;140 how to 
design taxes to drive wider behavioral changes;141 
and even offer a vision for the future “behavioral 
economy” as a whole.142

As this list shows, there are examples of how 
behavioral science has tackled more complex, 
structural, “upstream” issues. But these examples 
are harder to communicate because they often 
deal with the fluid, murky, and fractured narratives 
of politics and policy-making. Unlike the clear, 
linear stories of the approach outlined above, the 
contribution of behavioral science may be difficult 
to trace or may play out over a long timeframe. 
It’s easier to talk about the neat narratives instead, 
particularly since many people are aware of and 
curious about the idea of ‘nudging’, which is often 
associated (inaccurately) with small presentational 
tweaks only.143

The wide potential scope of applied behavioral 
science is an idea that BIT has promoted 
consistently since its creation.144 But the self-
reinforcing limiting factors we outlined have proved 
strong. Now the increasingly urgent question is: 
how can we successfully change behavioral science 
itself? 

Our answer is to consider the proposals in this 
manifesto, which aim to create a package that can 
achieve that change. We can start by trying to 
switch the metaphors or frames through which we 
perceive behavioral science itself. 

Behavioral science should be understood as a lens 
that enhances the view of any public and private 
issue, rather than as a tool that we sometimes pick 
up. 

We need a rebalancing. Behavioral science also has 
much to say about broader, larger issues in society like 
discrimination, pollution, or economic mobility, and the 
structures that produce them. Behavioral science has the 
potential to fundamentally change how we understand 
the factors shaping behavior and therefore how we 
constitute an issue and what is possible.139 
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The trends we highlight above have tended to 
reinforce this tool metaphor, which encourages this 
way of thinking: 

Behavioral science is a specialist tool that is applied 
to certain kinds of problems - and not others. Often 
these are defined “delivery” issues (“How do we 
structure this message?”), but sometimes it can 
be used to solve a “behavioral” problem as an 
alternative to more traditional approaches like rules 
and incentives.

In one sense, this proposal is about returning to first 
principles. Back in 2010 we emphasized that ‘civil 
servants...need to better understand the behavioral 
dimension of their policies and actions’, and also 
stressed how behavioral science ‘powerfully 
complements and improves conventional policy 
tools’.147 But, for all the reasons above, this aspect 
has been less prominent over the last decade.148

 
Other metaphors apart from a lens would be 
powerful as well. For example, moving from ‘choice 
architecture’ to ‘choice infrastructure’ effectively 
highlights the broader, embedded nature of our 
behaviors.149 The point is that behavioral science 
itself shows us the power of framing: the metaphors 
we use shape the way we behave, and therefore 
can be agents of change.150  

Metaphors are particularly important 
because the task of broadening the use 
of behavioral science requires making 
a compelling case to decision makers. 
Behavioral science practitioners need 
to understand their audience and then 
shape their offers accordingly.  

In a way, the metaphor of behavioral science as 
a tool that produces clear results has served the 
field well over the last decade - it has established 
credibility and acceptance in a defined area. The 
challenge now is to expand beyond that area, 
allowing behavioral science to fulfill its potential 
before the self-reinforcing cycle becomes too hard 
to break.   

These implications lead us down the wrong path. 
Instead, behavioral science should be understood 
as a lens that can be applied to any public 
and private action. This change offers several 
advantages: 

• A lens metaphor shows that behavioral insights 
can enhance the way we see policy options 
(for example, revealing new ways of structuring 
taxes), rather than just acting as an alternative 
to them. 

• A lens metaphor conveys that the uses of 
behavioral insights are not limited to creating 
new interventions. A behavioral science lens 
can, for example, help reassess existing actions 
and understand how they may have unintended 
effects. It emphasizes the behavioral diagnosis 
of a situation or issue, rather than pushing too 
soon to define a precise target outcome and 
intervention.145  

• Specifying that this lens can be applied to 
any action conveys the error of separating out 
“behavioral” and “non-behavioral” issues: 
most of the goals of private and public action 
depend on certain behaviors happening (or 
not). Behavioral science should therefore be 
integrated into an organization’s core activities, 
rather than acting as an optional specialist 
tool.146  
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02
BUILD BEHAVIORAL SCIENCE 
INTO ORGANIZATIONS

For example, as well as trying to ensure that a 
departmental budget includes provisions for 
behavioral science, why not use behavioral science 
to improve the way this budget is created (e.g., 
are managers anchored to outdated spending 
assumptions)? 

But we need to understand how this new way of 
thinking maps against the existing debate about how 
to set up a behavioral function in organizations. We 
propose that doing so reveals six main scenarios.   

• In the “Baseline” scenario there is limited 
awareness of behavioral science in the 
organization, and its principles are not 
incorporated into processes. 

• In the “Nudged Organization,” levels of 
behavioral science awareness are still low, but its 
principles have been used to redesign processes to 
create better outcomes for staff or service users. 

• In “Proactive Consultancy,” leaders may have 
set up a dedicated behavioral team without 
grafting it onto the organization’s standard 
processes. This lack of institutional grounding puts 
the team in a less resilient position, meaning it must 
always search for new work. 

There has been too little focus on using behavioral science to 
shape organizations themselves, as opposed to increasing 
how much an organization uses behavioral science to achieve 
its goals. We need to talk less on how to set up a dedicated 
behavioral function, and more about how behavioral science 
can be integrated into an organization’s standard processes. 

• In “Call For Experts,” an organization has 
concentrated behavioral expertise, but there are also 
prompts and resources that allow this expertise to be 
integrated more into “business as usual”. Expertise 
is not widespread, but access to it is. This setup 
could mean that processes stimulate demand for 
behavioral expertise that the central team can fulfill. 

• In “Behavioral Entrepreneurs,” there is behavioral 
science capacity distributed throughout the 
organization, either through direct capacity building 
or recruitment. The problem is that organizational 
processes do not support these individual pockets of 
knowledge. 

• Finally, a “Behaviorally-Enabled Organization” 
is one where there is knowledge of behavioral 
science diffused throughout the organization, which 
also has processes that reflect this knowledge and 
support its deployment. 

The common success factor in these scenarios is an 
upgrade of the “choice infrastructure” of organizations. 
To do this, we propose: reducing the costs of 
experimentation, creating a system that can learn from 
its actions; and developing new and better ways of 
using behavioral science knowledge to analyze the 
behavioral effects of processes, rules, incentives, metrics, 
and guidelines.
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The second proposal is to broaden the scope of 
how behavioral science is used in organizations. 
Much attention has been paid to how the practice 
of applying behavioral science can have more 
influence within organizations – usually by advising 
on how a dedicated behavioral science function 
should be structured.151 

This is an important question: there were more than 
300 such units by 2020 worldwide; BIT and others 
have advised on setting them up.152 Work in this 
area has covered important questions like how to 
arrange the leadership, organizational structure, 
funding, and goals of behavioral insights teams for 
maximum success.153 

For example, as well as trying to ensure that a 
departmental budget includes provisions for 
behavioral science, why not use behavioral science 
to improve the way this budget is created (e.g., 
are managers anchored to outdated spending 
assumptions)?155  

The overriding message here is for greater focus 
on the organizational changes that indirectly apply 
or support behavioral science principles, rather 
than just thinking through how the direct and overt 
use of behavioral science can be promoted in an 
organization. There are two main advantages to 
doing this: 

SCALE 
Building behavioral science into organizations can 
address some of the issues surrounding successful 
scaling of interventions.156 If some of the barriers to 
scaling concern cognitive biases in organizations, 
these changes could minimize the effect of such 
biases.157 Rather than starting with a behavioral 
science project and then trying to scale it, we 
could start by looking at operations at scale and 
understand how they can be influenced. There is 
a change of perspective here to a position where 
‘what is scalable is not the content of what is 
learned in any given context, but the capacity for 
learning itself’.158

In contrast, there has been less attention 
paid to how behavioral science can be 
integrated into an organization’s own 
processes.154 There has not been enough 
focus on using behavioral science to shape 
organizations themselves, as opposed to 
increasing how much an organization uses 
behavioral science to achieve its goals.  

The Behavioural Insights Team / A Manifesto for Applying Behavioral Science30



RESILIENCE
The goal would be to produce behaviorally-
informed standard or “business as usual” processes, 
rather than the continued application of behavioral 
science explicitly. That approach is resilient to 
changes in the demand for “behavioral science” 
solutions as such in the future.

BIT’s 2018 Behavioral Government report proposes 
many practical changes to organizational processes 
to mitigate biases in government.159 But we need to 
understand the range of options for implementing 
such changes. How do we think about them 
alongside the desire to create a dedicated 
behavioral insights team, for example? 

We think that the diagram above offers a useful 
way of mapping the options for building behavioral 
science into organizations.160 

The vertical axis represents whether behavioral 
science has been used to shape the organization’s 
own structures or processes, using a crude yes/no 
distinction to make the diagram manageable. We 
will bring this distinction to life with examples in the 
following sections, before defining it in more detail. 

The horizontal axis deals with the extent and form 
of behavioral science knowledge and capacity in 
an organization.161 In the ‘Baseline’ scenario, there 
is very little or no awareness of behavioral science 
concepts in the organization. ‘Concentrated’ 
refers to the setup where there is a dedicated 
team or resource that applies behavioral science 
to organizational priorities.162  In the ‘Diffused’ 
scenario, people or teams with competence in 
behavioral science are spread throughout the 
organization. Deciding between concentrated and 
diffused setups is generally seen as a central choice 
for organizations looking to build a behavioral 
science function.163 

BEHAVIORAL SCIENCE KNOWLEDGE AND CAPACITY

LIMITED CONCENTRATED DIFFUSED

BEHAVIORAL 
SCIENCE  
INCORPORATED 
INTO 
ORGANIZATIONAL 
PROCESSES

NO Baseline Proactive consultancy Behavioral entrepreneurs

YES Nudged organization “Call for the experts”
Behaviorally-enabled 

organization
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We can now see how this framework illuminates the 
different options:

BASELINE
Here, there is limited awareness of behavioral 
science in the organization, and its principles are 
not incorporated into processes. Benefits are likely 
to be limited.

NUDGED ORGANIZATION 
Here, levels of behavioral science awareness 
are still low, but its principles have been used to 
redesign processes to create better outcomes for 
staff or service users. For example, the pervasive 
optimism bias in organizations’ plans can be 
reduced by mandatory ‘pre-mortems’, where 
decision makers imagine the future failure of their 
project and then work back to identify why things 
went wrong. Group reinforcement (or “groupthink”) 
could be minimized by creating routes for diverse 
views to be fed in anonymously before and after 
group discussions, counteracting the pressure 
to conform face to face.164 And there are vast 
opportunities to reduce the administrative burdens, 
or ‘sludge’, that make services and processes 
difficult to access and navigate.165  

This scenario is termed the ‘nudged organization’ 
because no explicit behavioral science knowledge 
or capacity is created or needed. Like for nudging, 
it is the choice architecture (or choice infrastructure) 
that produces the outcomes, and there is no neutral 
choice in the way that an organization’s processes 
are set up. That means no behavioral team or 
unit is created; the change or goals may not even 
be framed in terms of behavioral science (as for 
“administrative burdens”)  

For this reason, the best starting point is to 
understand how the existing setup is influencing 
behavior. Where is the choice architecture currently 
working well, through accident or design? How can 
existing processes be amended easily to draw on 
these practices? Who are the people who oversee 
the rules, incentives, metrics, and guidelines that 
influence people throughout the organization? 

To give a concrete example, human resource 
leaders profoundly shape what organizations 
permit and reward. Yet, there has been relatively 
little focus on “behavioral HR”. Recent studies have 
shown that cognitive biases such as decoy effects, 

framing effects, anchoring and halo effects can be 
created in practical decisions such as procurement 
and performance appraisal.166 They can also be 
countered: when considering the purchase of an 
email software, framing effects like saying 20% 
of users were dissatisfied significantly affected 
intentions (versus saying 80% were satisfied), but 
these effects were eliminated if both percentages 
were shown (in a random order).167 

The big outstanding question in this scenario is who 
introduces the nudges, since the organization has 
little internal capacity. Perhaps these could be one-
off changes introduced from outside? Answering 
this question feels important, since the return on 
investment here could be large - and, for that 
reason, this model feels like a neglected opportunity 
that needs more attention. 

PROACTIVE CONSULTANCY 
In this situation, leaders may have set up a 
dedicated behavioral team, but perhaps not 
given much thought to supportive organizational 
changes. The result is that the team has to work in 
an enterprising way, going to look for opportunities 
and having to prove its worth.168 

This situation reflects the reality for many teams, who 
are ‘looking to develop networks, positions, and 
tactics that establish their authority and credibility 
among decision makers.’169 As a result, much of the 
discussion has focused on how best to set up these 
teams. The better contributions have recognized that 
this question is fundamentally political, rather than 
technocratic - how do the people leading such a 
resource build relationships and present their team 
as useful to their organizations? 

The problem with this scenario is that teams may 
not be in a resilient position, since they lack ways 
to be grafted onto the standard processes of an 
organization. For example, leaders may neglect 
to support and resource evidence-gathering and 
experimentation. At the same time, they may have 
unrealistic expectations because they know only the 
highlights of previous behavioral science success 
stories.170 
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Teams will therefore have to continually prove their 
worth and relevance, while having fewer options 
for doing so. As current practitioners point out, 
‘interventions that seem relatively easy to implement 
(e.g., an RCT with promotion letters) can require a 
set of system changes that touch a variety of groups 
in the organization (e.g., printing services, database 
administrators, processing centers).’171 This kind of 
broader organizational scaffolding is not always 
prioritized, despite being needed for behavioral 
teams to fulfill their potential. 

CALL FOR EXPERTS
In the Call for Experts scenario, an organization 
has similarly concentrated behavioral expertise, 
but there are also prompts and resources that 
allow this expertise to be integrated more into 
‘business as usual’. At its simplest, this might mean 
that standard procedures prompt staff to recognize 
that the expertise may be needed (e.g., any new 
requirement in an application process needs to be 
assessed for its likely effects on behavior). Expertise 
is not widespread, but access to it is. 

At another level, the organization may have 
invested to ensure that the ability to randomize has 
been built into new and existing delivery systems, 
thereby allowing the team to run experiments 
when they are called on. If working well, this setup 
would mean that processes stimulate demand for 
behavioral expertise that the central team can fulfill. 
That team may also have the institutional support to 
proactively monitor activities and respond quickly to 
specific crises. 

One benefit to this kind of setup is that it allows 
teams to select the most promising collaborations, 
rather than taking whatever is on offer. For 
example, the team in Employment and Social 
Development Canada’s Innovation Lab claims 
that a ‘careful selection process is critical to the 
success of incorporating behavioral insights into an 
organization’, since it identifies partners who are 
open and willing to innovate, which makes it more 
likely that the subsequent project demonstrates the 
true value behavioral science can add.172

BEHAVIORAL ENTREPRENEURS 
In this situation, there is behavioral science capacity 
distributed throughout the organization, either 
through direct capacity building or recruitment. 
The distribution of expertise can work if there 
are effective support networks and efforts at 
coordination.173 

The problem with the behavioral entrepreneurs 
scenario is that organizational processes do not 
support these individual pockets of knowledge. 
Therefore those with expertise find it hard to apply 
ideas in practice, evaluate their effects, share 
findings, and build learning. For example, reducing 
“sludge” often ‘requires coordination among a 
number of teams in the organization’, which is a 
problem when teams work in silos and ‘it is not 
acceptable in the organization’s culture to interfere 
with other teams’ affairs.’174 

These are not just hypotheticals. A review of 
the Dutch policy landscape found that ‘most 
behavioral policy practices have not been deeply 
institutionalized’, and their advancement ‘depends 
on the ambition of individual enthusiasts’ (or, as 
we’ve called them, “behavioral entrepreneurs”).175 
While they can achieve some successes, their 
lack of institutional grounding can mean that they 
become jaded and start looking for other options 
instead.

BEHAVIORALLY-ENABLED 
ORGANIZATION
We see a behaviorally-enabled organization 
as one where there is knowledge of behavioral 
science diffused throughout the organization, which 
also has processes that reflect this knowledge and 
support its deployment.176 This is the most resilient 
setup, since staff will be applying behavioral 
science in a deliberate way as part of “business as 
usual”, rather than through special projects. 

A behaviorally-enabled organization would 
bring together some of our previous proposals. 
It would embed the behavioral lens mentioned 
earlier into its core functions, including strategy 
and operations. For example, behavioral science 
could be integrated into cross-cutting frameworks 
like the WHO’s ‘Health In All Policies’ to prompt 
inter-departmental working.177 It would address 
the need to “see the system”, recognizing that 
sustainable outcomes are difficult to achieve 
through isolated changes. Such an organization 
would be self-reflective, and carefully explore the 
varying perspectives and experiences of its staff 
and service users. 
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While this setup has the greatest opportunity for 
scale and sustainability, it also requires the greatest 
investment. We conclude by talking about what 
kinds of investments are needed.  

CHOICES AND PRIORITIES FOR 
THE BUILD 
Most discussions make it seem like the meaningful 
choice is between the different columns in our 
framework - how to organize your dedicated be-
havioral science resources. We argue that the more 
important move is from the top row to the bottom 
row: moving from projects to processes, from com-
missions to culture. 

A useful way of thinking about this task is about 
building or upgrading the “choice infrastructure” 
of the organization, defined as ‘the institutional 
conditions and mechanics of systems - the structures, 
processes, and capabilities - that directly under-
lay and support behavioral interventions to help 
choice architecture solutions work effectively and as 
planned’.178 

In other words, we should place greater focus on 
the institutional conditions and connections that 
support the direct and indirect ways that behavioral 
science can infuse organizations. As the diagram 
below highlights, there are choices to be made 
about how this is done, based on ambitions and 
resources.179 

Working out how best to build the choice infrastruc-
ture in organizations should be a major priority for 
behavioral science. As with many systems, the best 
option may be to focus on creating the conditions 
for desired behaviors to emerge, rather than over 
specifying solutions.180 But already we can see 
some features will be crucial.     
Dilip Soman and Katherine Yeung argue for the 
importance of reducing the costs of experimenta-
tion, including cheaper data collection, creating 
an experimental mindset, reducing institutional 
impatience, and building agility so that organiza-
tions can easily adapt to learning.181 Others have 
promoted the importance of sharing learning itself, 
pointing towards the crucial role of Singapore’s 
Civil Service College in ‘curating and facilitating an 
ecosystem of learning opportunities’ for behavioral 
science.182

To this list, we want to add new and better ways 
of using behavioral science knowledge to analyze 
the behavioral effects of processes, rules, incen-
tives, metrics, and guidelines. Such work has 
surged recently under the labels of ‘behavioral 
public administration’ and ‘behavioral operations 
management’, building on a longer tradition of 
organizational behavior research.183 We need to 
ensure that this agenda produces work that has 
practical value (and not just for the public sector), 
as in the proposal of “sludge audits” to reduce 
administrative burdens.184 Doing so will mean that 
the behavioral lens we just proposed can be used 
by an organization’s members - and, ideally, by its 
leaders, who are in a position to achieve broader, 
systemic change. 
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03
SEE THE SYSTEM

Many big policy challenges emerge from complex adaptive 
systems, which present major challenges to the dominant way 
that behavioral science has been applied. However, we can 
adapt behavioral science to deal with complexity better, and 
use it to: identify “leverage points” where a specific shift in 
behavior will produce wider system effects; understand the 
collective implications of individuals using simple heuristics to 
navigate a system; and change the rules of that system to make 
it more likely that desired behaviors will emerge. 

Of course, not every problem will involve a complex 
adaptive system. So behavioral scientists should 
first develop the skills to recognize the type of 
system that they are facing (“see the system”), and 
then choose their approach accordingly. Fulfilling 
the broader promise of behavioral science also 
requires us to expand the ways we tackle problems. 
The process of identifying targets, exploring drivers, 
developing solutions, and testing them is strong. The 
problem is that it contains several assumptions that 
do not hold when confronting some of the biggest 
challenges societies face. That’s because these 
challenges often consist of behaviors in complex 
adaptive systems (CAS).185 

The risk of talking about ‘complexity’ is that it may 
seem like just another way of saying problems are 
difficult (indeed some use the term as an excuse 
to do nothing).186 In fact, we mean applying 
a particular way of analyzing the world. Our 
proposal is that combining behavioral science with 
complexity thinking offers new, credible, practical 
ways of doing things differently.

First we need to explain complex adaptive systems 
briefly:

“A complex adaptive system is a dynamic network 
of many agents who each act according to 
individual strategies or routines and have many 
connections with each other. They are constantly 
both acting and reacting to what others are doing, 
while also adapting to the environment they find 
themselves in. Because actors are so interrelated, 
changes are not linear or straightforward: Small 
changes can cascade into big consequences; 
equally, major efforts can produce little apparent 
change. An important point is that coherent 
behavior can emerge from these interactions— the 
system as a whole can produce something more 
than the sum of its parts.”187

CAS consist of many different causes, actors, and 
goals. There are many examples of them in human 
societies, including cities, markets, criminal justice 
systems, and political movements. They often 
create what have been called ‘wicked problems’, 
which are ‘‘difficult or impossible to solve because 
of incomplete, contradictory, and changing 
requirements that are often difficult to recognize”.188 
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Such problems even produce little agreement 
among different groups about how ‘success’ can be 
defined. 

The need to understand CAS is becoming more 
urgent. Complexity has emerged from the sheer 
number of contacts created by global population 
growth. At the same time, technological changes 
like the growth of social media mean that 
information can be transmitted much faster and 
cheaply, in an unchanged form, over many different 
geographies and networks. The fact we do not 
fully understand how these changes affect human 
behavior is ‘a principal challenge to scientific 
progress, democracy, and actions to address global 
crises’.189

Indeed, the Covid-19 pandemic, perhaps the most 
acute global policy challenge of recent times, has 
several features of a wicked problem:190 

CONTESTED IDEAS OF SUCCESS
Throughout the pandemic, there has been 
disagreement between individuals, organizations, 
and countries about what the overall policy goals 
should be (suppression, elimination, buying time 
until vaccines, removing restrictions), let alone 
consensus about how to achieve those varying 
goals.191 

NON-LINEARITY
The initial coronavirus variant appears to have been 
‘over-dispersed’ - outbreaks were seeded by a 
handful of super-spreading events.192 It’s estimated 
that around 80% of infections were caused by just 
10% of individuals.193 These properties can explain 
why some nascent outbreaks fizzle and others take 
off: viral spread is a non-linear process.194 

Understanding these features could target policy 
responses effectively. They might indicate that 
stopping many repeated contacts within a small 
set of individuals has little effect on spread, in 
contrast to reducing random contacts at events and 
restaurants.195 In other words, the way the virus 
interacts with social systems means preventing many 
social contacts is unlikely to reduce viral spread in 
a linear way, whereas preventing a few super-
spreading events may have an outsized impact.   

UNINTENDED CONSEQUENCES
The wide-ranging, intensive actions taken to 
mitigate the spread of Covid-19 have had 
many indirect effects. These may have included 
increases in domestic violence; shortages of 
hydroxychloroquine in West Africa; reductions 
in carbon emissions; and changes in healthcare 
access with shifts to telehealth.196 Our point is not 
that these actions should not have been taken per 
se, but that solutions may change the nature of a 
problem or create many new ones. 

These ideas challenge the assumptions underlying 
the dominant behavioral science approach

The issue is that ‘there are fewer examples of 
behavioral insights applied to understand behavior 
in complex change processes’.197 

Why? Because the realities of complex adaptive 
systems challenge the main assumptions underlying 
the dominant behavioral science approach: tight 
focus on a target behavior, linear effects, and 
stability.198 We outline each of these before offering 
a way forward.

TIGHT FOCUS ON A TARGET 
BEHAVIOR
People can agree on a specific, measurable target 
behavior. Interventions that shift this behavior are 
successful - wider effects are minor and may not 
be considered, unless pre-specified.

Some behavioral science organizations focus on 
‘“breaking problems down into their constituent 
parts to understand the desired behaviours’”.199 For 
some issues, there is value in doing this to identify a 
core target behavior to drive improvement. But you 
cannot understand a complex system by breaking 
it down into parts and mapping it - the way its 
connections function is key.200  

We cannot assume that changing a particular part 
of the system will have the desired overall outcome. 
For a start, there may be intense disagreement 
between parties about how a behavior contributes 
to an issue: some people may see pre-school 
provision as key to regenerating an urban area; 
others may view that as an unimportant contributor, 
compared with reducing crime.   
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Moreover, focusing on a single behavior to achieve 
a specific outcome may disguise unintended 
consequences that hinder progress towards the 
larger goal. A tight focus on target behaviors 
can mean seeing only a slice of the picture, and 
ignoring how actors in a system may respond by 
producing effects felt elsewhere.201 

There are many such examples. In the US, grocery 
stores participating in a government voucher 
program successfully reduced fraud, but this effort 
also led to many stores no longer stocking high 
nutrient foods as a result - ultimately harming 
recipients’ diets.202 A ban on plastic carryout 
bags led to 40 million fewer pounds of plastic 
being used for this purpose, but 12 million more 
pounds purchased as large trash bags instead.203 
In Brazil, reminders for upcoming credit card 
payments reduced late payment fees by 14%, but 
also increased overdraft fees in bank accounts by 
9%.204 Increasing efficiencies in hospitals produces 
situations where ‘activities in one area of the 
hospital become critically dependent on seemingly 
insignificant events in seemingly distant areas’.205    

LINEAR EFFECTS
The intervention affects participants in a direct and 
linear way, according to a pre-developed theory 
of change.206

In a CAS, actors adapt to the behavior of others, 
so there is often not a simple relationship between 
inputs and outputs. Actors in a system may adapt to 
‘buffer’ the effect of an attempted change and keep 
things apparently stable - i.e., making it seem that 
the intervention had no effects.207 

However, repeated efforts may weaken these 
stabilizing factors, and then a minor subsequent 
event produces a ‘tipping point’, where change 
happens suddenly and the system flips into a new 
state.208 An example might be repeated challenges 
that weaken the commitment of a country’s armed 
forces to democracy, which do not translate into 
action but which create the conditions for an 
apparently minor event to trigger a coup. 

The point here is that if you do not see your 
expected behavior in a certain timeframe, in line 
with a linear ‘theory of change’, you may assume 
that it has failed. But, in fact, change may be 
happening through routes and over timescales you 
had not anticipated. 

STABILITY 
You can measure the pre-specified target 
behavior between point A and point B. The system 
will remain stable over that time, and people will 
not adapt in response to the intervention.

Since actors adapt to new conditions, and 
influence each other in doing so, the nature of the 
problem may be changed by the introduction of an 
apparent solution itself.209 A snapshot of behaviors 
at one point in time is not enough to claim victory. 
Perhaps the best example is regulation: market 
players experiment with and gradually adapt to a 
regulatory regime, working out how to evade its 
provisions, until a new policy is needed.210 Therefore 
success may actually lie in how well behavioral 
scientists adapt to the unanticipated effects their 
own actions produce.211  

What’s particularly sobering for behavioral 
scientists is that their own field provides reasons 
why they may be holding onto these principles, 
despite their limitations. One is the ‘reductive 
tendency’, which is ‘a process through which 
individuals simplify complex systems into cognitively 
manageable representations… when faced with 
complex concepts, individuals are often inclined to 
treat dynamic concepts as static, or to generalize 
across dissimilar domains’.212 

In other words, behavioral scientists use heuristics 
based on linear models of change when confronted 
with complexity, since doing so is ‘predictable, 
comforting, and less mentally taxing’.213 This 
tendency can exacerbate another one - an 
illusion of control. Those who are creating and 
implementing interventions may overestimate how 
much control they have over events and outcomes, 
since they are using an inaccurate mental model of 
how things work.214 

The end result, some argue, is a failure to 
understand how actors are acting and reacting 
in a complex system that leads policymakers to 
conclude they are being ‘irrational’ - and then 
actually disrupt the system in misguided attempts to 
correct perceived biases or inefficiencies.215 
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DEVELOP BEHAVIORAL SCIENCE 
THAT CAN TACKLE PROBLEMS IN 
COMPLEX SYSTEMS
We have outlined the criticisms. Now, we want 
to offer hope and a way forward. There is an 
opportunity to develop behavioral science so it can 
tackle the aspects of complexity that are common 
to major policy issues. The starting point is to show 
how behavioral science can shed new light on well-
known features of CAS: the fact that small changes 
can have big impacts, and the way that actors often 
use a simple set of rules to navigate a system. 

The idea that ‘small changes can have a big 
impact’ is often used in the sense that apparently 
minor features of the way a choice is designed 
or presented can have a surprisingly large effect 
on subsequent behavior. Used this way, the idea 
fits neatly with the standard approach of specific, 
isolated changes being applied to change a pre-
defined behavior. 

But CASs show that the statement is true in a 
different way. They show that ‘higher-level’ 
features of a system can actually emerge from the 
‘lower-level’ interactions of actors participating in 
the system.216 When they become the governing 
features of the system, they then shape the ‘lower-
level’ behavior until some other aspect emerges, 
and the fluctuations continue. 

Let’s make things tangible with examples. In the 
Covid-19 pandemic, people were trying to achieve 
their goals (live their lives) within a broad set of 
rules and in response to changing events. These 
adaptive behaviors in specific contexts interacted 
with the adaptive abilities of the virus. New variants 
emerged as a result.217 Some of these variants 
quickly became widespread and, in doing so, 
changed the nature of the whole pandemic, most 
obviously through their greater transmissibility or 
resistance to vaccines. Policymakers attempting to 
handle the changed situation then had to come up 
with new overall strategies.

Experiments have also shown how initial, random 
fluctuations can emerge and solidify into stark 
divides that shape societies. 

For example, a recent US study showed how 
partisan policy divisions may actually be produced 
by these random fluctuations.218  
The experiment created online ‘worlds’ where self-
identified Democrats or Republicans were asked 
whether they agreed with up to 20 statements. 
These statements concerned public issues, but had 
been selected so they did not reflect pre-existing 
partisan positions - e.g., whether there should be a 
move to professional full-time jurors.  

In eight of the worlds, participants could see if 
mainly Democrats or Republicans were agreeing 
with the proposal. When this happened, strong 
partisan alignment quickly followed. But the 
important point is that which proposals fell into the 
Democratic or Republican camp varied greatly 
between worlds - sometimes the juror proposal was 
adopted by one side, sometimes the other. There 
was initial fluctuation in the initial stages, driven by 
chance and context, before a sudden non-linear 
alignment one way or another.    

More fundamentally, we can see that norms, 
rules, practices, and culture itself can emerge from 
aggregated social interactions. These features 
then shape cognition and behavioral patterns 
in turn.219 The implications here disrupt the crude 
distinctions of ‘upstream’ versus ‘downstream’ or 
‘high-level’ versus ‘low-level’ policies - or, as one 
recent paper put it, the “individual frame” and the 
“system frame”.220 Instead we have ‘cross-scale 
behaviors’,221 where behaviors embedded in 
specific contexts, shaped by the overall way the 
system functions, can self-organize and emerge to 
shape the system itself.222 

This way of thinking opens up new possibilities. 
Behavioral science could be used to identify 
‘leverage points’ where behavior could be 
nudged in a way that produces wider system 
effects.223 

Perhaps these interventions could be targeted at 
the stage of random fluctuations, when contingent 
features of the context can determine which 
behaviors get locked in. At that stage, a small, 
well-timed change could shift events onto a 
different path. For example, a recent study shows 
that presenting people with a random selection 
of opinions (a “random dynamical nudge”) from 
others could prevent segregated echo chambers 
from forming in online environments.224  
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Another option is to identify when and where 
‘tipping points’ are likely to occur in a system - and 
then either nudge them to occur or not, depending 
on the policy goal.225 To do this would require 
understanding how close the system is to abrupt 
change, and whether there are stabilizing forces 
that can be easily strengthened or weakened. To 
take a clear example from the animal kingdom: a 
study identified that a society of monkeys was near 
a critical point, such that just a small disturbance 
would lead to widespread violence. But the study 
also found that some individuals played a crucial 
role by adjudicating fights, and thus preventing a 
tipping point from being reached - strengthening this 
role could therefore prevent collapse.226 

But there are also limitations to focusing on tipping 
points. One is that potential tipping points can 
be difficult to identify.231 Inefficiency and multiple 
attempts may be inevitable. Moreover, this 
approach ignores the possibility of influencing the 
system to get to a tipping point in the first place. 
Fortunately, there is another route for behavioral 
science to address the structural features of  
a system. 

We’ve seen that the connections between different 
actors in a system can produce complex, multi-
scale outcomes. But the individual actors in this 
system often rely on a core set of relatively simple 
rules to guide their behavior - e.g., ‘do what others 
are doing’, ‘take the first available option’.232 
Seen through the lens of behavioral science, 
these rules are understood as mental shortcuts or 
frugal heuristics, and have been closely studied 
as the means by which people navigate their 
environments.233 

We can now start to see a future approach that 
fuses behavioral science and complex systems, in 
order to:

• Provide evidence, not assumptions, about how 
people use heuristics to guide their interactions.  

• Study the collective implications of these 
heuristics. 

• Show how these heuristics play out against the 
governing conditions and structures of a system. 

• Change the rules of that system to make it more 
likely that desired outcomes will emerge.

There are already examples that point the way. 
While it is known that factors like “animal spirits” 
and narratives affect the economy, macroeconomic 
models play a big role in guiding fiscal policies.234 
These models are often built on the assumption of 
“rational agents” which, as behavioral science 
shows, is not always accurate. 

New studies are emerging that model households 
as actors embedded in shifting social networks 
who use heuristics in response to other actors. For 
example, a recent one assumes that a household 
‘updates its savings rate by copying the savings rate 
of its neighbor with the highest consumption’.235 The 
study shows that if the speed at which this copying 
happens is changed, then a tipping point occurs 
and the households divide into a rich group and a 
poor group. In other words, modifying heuristics can 
produce non-linear shifts with profound effects. 

In the human world, a recent study 
showed how targeting ‘structurally 
influential individuals’ can create 
artificial tipping points in a similar 
way.227 The same principle can be 
applied more widely. If even a subset 
of consumers decide to switch to a 
healthier version of a food product, 
this can have broader effects on 
a population’s health through the 
way the system realigns. It becomes 
marginally more profitable to stock 
the healthier option, which then may 
change the mix of products available 
to consumers in general.228 

Changing the way that the medical use of cannabis 
is interpreted in U.S. drug law may end up affecting 
a whole range of substances that are currently 
illegal.229 

Behavioral science could also be used to 
understand when a tipping point in behaviors and 
attitudes is incipient and may invite or require a 
government response. For example, it could have 
identified that public attitudes and behaviors 
related to smoking in the UK were shifting, so that 
legislation banning smoking in pubs would be both 
respected and welcomed.230 
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What are the practical implications? The standard 
approach would suggest trying to directly influence 
the way people use heuristics - for example, 
by creating interventions to change the way 
households learn about savings from each other. 
But a better way could be to harness the power of 
the system and make a targeted change in one of its 
features, which then drives wider effects.  
 
Here are some examples of what we mean.

EXAMPLE

EXAMPLE

EXAMPLE

We mentioned earlier that social media has been viewed as a major factor in driving changes in 
collective human behavior. A core constituting feature for social media behaviors is the ease with 
which information can be shared. Even minor changes to this parameter can drive widespread 
changes - some have argued that such a change is what created the conditions leading to the Arab 
Spring, for example.236 If ‘changes to a few lines of code can impact global behavioral processes’, 
then a priority should be understanding these changes and how they can be made, if appropriate.237 

The UK’s tax on sugared drinks also worked by identifying and modifying a key system parameter. 
In that case, the tax was designed in tiers, so that higher levels of sugar content resulted in higher 
taxes. This design choice altered the incentives presented to manufacturers to make it more attractive 
to reformulate their products. Rather than directly persuading consumers to consume less sugar, this 
approach instead tries to gear the system dynamics of the market towards reductions in the sugar 
content of available products.238 

In London, red lights are typically the default at pedestrian crossings. People have to push a button 
and wait for the green signal to go ahead. In 2021, Transport for London changed 18 crossings so 
that their crossing lights default to green. Pedestrians didn’t have to stop and press a button. They’d 
see the green light and be able to cross right away - unless a vehicle was detected, at which point, 
the signal would turn red automatically. The change meant that pedestrians saved time, complied 
with signals more, and there was virtually no increase in delays for traffic.239 This was both a classic 
nudge (changing the default) and an example of changing one part of a system to have wider 
effects. Increasing compliance with the signals makes walking safer; the default change makes 
walking faster. The result could be an increase in pedestrian traffic that reshapes overall transit 
policies and services. 
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In these examples, the idea is to find targeted 
changes to features of a system that create the 
conditions for wide-ranging shifts in behavior to 
occur. Complexity is used to structure effective 
action, rather than an excuse for doing nothing. 

This approach also suggests that a broader change 
in perspective is needed. We need to realize the 
flaws in launching interventions in isolation and 
then moving on when a narrowly defined goal 
has been achieved. Instead, we need to see the 
longer-term impact on a system of a collection of 
different policies with varying goals.240 Doing so 
will also address some of the criticism directed at 
behavioral economics regarding “ergodicity” - that 
it neglects how repeated decisions are taken over 
time in changing contexts, and wrongly diagnoses 
irrationality as a result.241

One way of thinking about this ambition is that 
behavioral scientists should be thinking more 
about system stewardship. A decade ago, system 
stewardship was proposed as a way of harnessing 
the power of complex adaptive systems, while 
recognizing that they cannot be controlled in a 
direct or linear way.242

We don’t explain system stewardship in detail 
here, but it involves setting high-level goals or a 
set of simple rules for actors in the system, seeking 
feedback, and responding to how the system 
is adapting as a result. The idea is to create the 
conditions for certain behaviors, see how a system 
can respond to issues through emergence and 
adaptation, and steer that adaptation towards 
broad goals if needed. 

SEE THE SYSTEM
Finally, we want to turn to the main message of 
this proposal. Not every problem that behavioral 
scientists face will involve a complex adaptive 
system. So what practitioners should be doing is first 
understand the type of system that they are dealing 
with, and then choose their approach accordingly. 
You need to see the system.

When we are dealing with a simple problem 
or system, the linear process works well. But in 
situations of complexity it may produce false 
precision that misses what is actually going on. In 
those cases, you should be looking for leverage 
points, whether tipping points or targeted changes 
to system features, and taking a system stewardship 
perspective.

Of course, identifying the nature of the system you 
are dealing with may not be easy, since different 
elements of complexity may emerge over time.243 
But evidence is emerging that people can be trained 
to recognize the features of a CAS. One promising 
route is to share core concepts with people and 
then have them play agent-based simulations as, 
say, farmers or policy makers; these simulations 
can show vividly how well-intentioned changes in 
one area can have unintended consequences in 
another.244 Others are exploring the value of novel 
immersive technologies,245 or just basic checklists.246 
We think behavioral science can play a proactive 
role in this effort. 
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04
PUT RCTs IN THEIR PLACE

We can strengthen RCTs to deal better with 
complexity: we can try to better anticipate indirect 
outcomes that may occur; to set up RCTs to measure 
diffusion and contagion in networks; and to adopt 
adaptive trial designs. We can also use behavioral 
science to improve alternative ways of measuring 
impact - in particular agent-based modeling, which 
often relies on assumptions of rational choice. 

Where does all this leave randomized controlled 
trials (RCTs)? RCTs have been a central part of 
the applied behavioral science process, given its 
emphasis on quantitative methods that produce a 
robust counterfactual to estimate an intervention’s 
impact.247 Yet they may deal poorly with the 
features of complex adaptive systems. We can see 
this in two main ways: dealing with change and 
establishing causality.248 

DEALING WITH CHANGE 
The generally accepted best practice for RCTs 
is to choose specific, measurable outcomes in 
advance and pre-register them; changing them 
subsequently requires effort and may even attract 
suspicion.249 But, as we pointed out, a narrow 
focus on predetermined outcomes risks neglecting 
ones that are important but difficult to predict.250 
And new outcomes are not the only issue: “new 
questions, causal pathways, stakeholders or even 
objectives may emerge during the evaluation 
which the original evaluation design does not 
accommodate”.251 

The intervention itself may destabilize the system 
and reconfigure the nature of the issue at stake. 
Generally, RCTs are not good at dealing with this 
kind of emergent change. 

ESTABLISHING CAUSALITY 
One of the main advantages of RCT is that they 
identify causal effects by separating out a control 
group that is not exposed to an intervention. 
However, the many shifting connections in a CAS 
make it more difficult to ensure that a control group 
remains isolated. This kind of ‘contamination’ is 
a particular problem for policy makers who are 
tasked with influencing a system as a whole - for 
example, it is difficult to conduct an RCT on the 
introduction of new tax initiatives or criminal justice 
guidelines at the national level. 

The way that non-linear change happens over time 
also presents a challenge to RCTs. For example, 
we may plan to measure effects over a predefined 
period after an intervention, say 12 weeks, based 
on a linear theory of change. The problem is that the 
change may not be linear - nothing may happen 
initially, but then change occurs suddenly and in a 
non-linear way after 3 weeks (or 13) and continues 
to grow after the 12 week cut off.252 Of course, this 
is more a point about how many RCTs are applied 
in practice, rather than about what RCTs can do if 
they are designed perfectly.

RCTs have been a core part of applied behavioral science, and 
they work very well in relatively simple and stable contexts. But 
they can fare worse in complex adaptive systems, whose many 
shifting connections can make it difficult to keep a control group 
isolated, and where a narrow focus on predetermined outcomes 
may neglect others that are important but difficult to predict.

METHODS
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We want to stress that, in contexts that are simpler 
and more stable, RCTs work well. There were 
very good reasons why applied behavioral 
science embraced the precision, skepticism, and 
emphasis on causality that real-world RCTs can 
bring. However, we also need to respond to these 
challenges by

• Finding ways of strengthening RCTs so they are 
better aligned to the demands of evaluating 
changes in complex systems.

• Identifying how behavioral science can use and 
enhance other ways of evaluating impact.  

STRENGTHENING RCTS
The first opportunity to strengthen RCTs comes 
in the planning phase. We can try to better 
anticipate indirect outcomes that may occur and 
draw boundaries or select measures accordingly. 
For example, BIT worked on an RCT that tested 
the impact of sending parents texts encouraging 
them to ask their children questions about their 
science curriculum.253 As intended, the intervention 
increased at-home conversations about science. 
But the RCT design also made it possible to see that 
the texts also made parents less likely to engage 
in other school-related discussions and supportive 
behaviors (e.g., turning off the television). By 
anticipating this possibility, the RCT could measure 
the broader shifts in behavior created by the 
intervention.  
   
The need, therefore, is to gain a better 
understanding of the system interactions and 
anticipate how they may play out.254 This can be 
done through “dark logic” exercises that try to 
trace potential harms, rather than benefits, thereby 
challenging assumptions about an intervention’s 
effects.255 One such study indicated that providing 
clinicians with concerning feedback on their 
performance may impede (rather than improve) 
that confidence.256 Engaging the people who will 
implement and participate in an intervention will be 
a key part of this effort. Another potential route is 
to use scenarios or early-stage prototypes to gain 
insight into the way issues may emerge.257   

Similar thinking has been used to develop “hybrid 
implementation-effectiveness designs”.258 As well 
as measuring overall effectiveness, these designs try 
to identify how the different parts of an intervention 
interact: for example, in the case of the education 
RCT mentioned, the parents, the students, and 
school all played different roles. 

These designs typically require greater stakeholder 
involvement in order to get good insights into these 
interactions, but the interventions may be adopted 
more widely as a result.

The second opportunity is to set up RCTs to 
measure diffusion and contagion in networks. An 
example is the study on how political partisanship 
forms, mentioned earlier, which created separate 
online “worlds” to compare how contagion and 
adaptation play out in different conditions. Indeed, 
online may be the natural home for these kinds of 
RCTs, since they require large populations, complete 
adoption data, complete network data, and 
replication.259 

But they can also be done in the real world, through 
cluster randomizations at the network level (if 
those networks are not well-connected with each 
other). One way this has been done is by testing 
how social networks in different villages adapt to 
different interventions. For example:

Randomizing villages in Honduras to target a) 
randomly selected villagers b) villagers with 
the most social ties or c) nominated friends of 
random villagers, as the people to promote 
use of water purification and vitamin intake. 
The behaviors spread most widely when route 
C was taken.260

Adoption of new, higher productivity farming 
technology was greater in Malawian villages 
where ‘seed farmers’ had been selected by 
network theory-based approaches, rather 
than using a government extension worker to 
identify them.261  

In 522 Indian villages, getting people to 
nominate ‘gossips’ led to much higher uptake 
of immunizations than in villages where the 
same information was provided to randomly 
selected individuals.262 

EXAMPLE

EXAMPLE

EXAMPLE
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BIT has also produced guidance on how to 
evaluate complex interventions affecting whole 
schools.263

The third opportunity is to build feedback and 
adaptation into the RCT design.264 An obvious 
starting point is to actively seek out emerging 
change and ‘weak signals’ that show how the 
intervention is playing out in practice.265 To use 
the previous example of encouraging parental 
conversations about science - if the researchers had 
not anticipated that other kinds of parental support 
might decline, they might have discovered this 
was happening by talking to students about how 
things were going. To handle this possibility, BIT has 
proposed using a ‘two-stage trial protocol’, where 
new research questions are added while a trial 
is in progress, but before analysis starts. This two-
stage process allows emerging possibilities to be 
analyzed, without entering the problematic territory 
of “hypothesizing after results are known”.266   
We can also use feedback to adapt the trial design 
and interventions, as in a Multiphase Optimization 
Strategy.267 For example, one study aimed to 
improve the reading skills of third-grade students 
in Colombia through remedial tutorials in small 
groups.268 Since three consecutive cohorts of 
students were involved, the results of each wave 
could be used to fine-tune the intervention for the 
next wave. As a result, the effectiveness of the 
intervention increased over time.  

An ‘evolutionary RCT’ has been offered as a 
specific form of adaptive trial.269 Here, participants 
are randomized to the treatment group at a 2:1 
ratio compared to the control group. The idea is 
that behavioral scientists would explore how the 
intervention is working, run side experiments, adapt 
the intervention in response, and then ‘split off’ 
some of the treatment group to assign them to the 
adapted intervention. 

A similar option is a SMART (Sequential Multiple 
Assignment Randomized Trial) or a micro-
randomized trial.270 The idea here is that you 
actively explore and monitor how people are 
responding to an intervention - if the evidence 
shows it seems to be ineffective for some, then they 
are re-randomized to another intervention or a 
control group. For example, if an initial diabetes 
prevention intervention does not seem to be 
affecting the blood glucose levels of some people, 
they are split off and re-randomized to a more 
intensive option. The idea is that you can evaluate 
an adaptive series of interventions.

This is a fast-developing area.271 For example, 
there is much interest in the contributions machine 
learning can make. “Bandit” algorithms can be 
used to identify which interventions are working 
best, and gradually add more people to those 
experimental arms (in other words, automating 
the “evolutionary RCT” process).272 These have 
been commonplace in the A/B marketing tests, 
but have some drawbacks.273 We are still learning 
which conditions favor adaptive trials - e.g., when 
outcomes vary widely between groups; when results 
can be realized and observed in waves, as in 
school years or terms; and when it is easy to switch 
people between interventions.

However, adaptive designs do not address all 
the issues mentioned earlier. And they have 
disadvantages: for evolutionary RCTs, it can be 
hard to make the case for recruiting a bigger than 
normal treatment group; SMARTs can be complex 
to manage and are quite focused on individuals, 
rather than gaining system-level feedback.274 But 
they represent improvements worth considering 
when dealing with complex adaptive systems.

USING AND ENHANCING OTHER 
WAYS OF EVALUATING IMPACT
There are other ways of assessing effects in complex 
environments as well. One approach that is 
particularly relevant to behavioral science is agent-
based modeling (ABM). ABM tries to simulate the 
interactions between the different actors in a system, 
rather than imposing the functioning of a system in 
a top-down way.275 That means ABM can replicate 
many of the features seen in complex systems, like 
tipping points and the emergence of higher-level 
features from lower-level features. 

The practical point is that ABM can create a 
virtual counterfactual - a representation of what 
would have happened in the absence of an 
intervention, and what future change may occur.276 
For example, one study used data from Sicily to 
create realistic simulations of how people are 
recruited into organized crime and then tested the 
effects of implementing various policies to stop 
that happening (e.g., targeting leaders, providing 
education support).277 
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We single out ABM because we think behavioral 
science can improve it.278 As we mentioned earlier 
in relation to macroeconomic models, the agents 
in ABM are mostly assumed to be operating on 
rational choice principles.279 Therefore, there is a 
big opportunity to build in more evidence about the 
drivers of behavior - for example, habits and social 
comparisons.280 

However, it may not be clear which of these drivers 
is most relevant for the issue at hand. Therefore, the 
best course may be to ‘include different theories 
into the model to assess the sensitivity of the results 
to different assumptions about human decision 
making’.281 Doing this allows you to assess how 
resilient your intervention is to the uncertainties 
about behavior generated by complex adaptive 
systems. In other words, an improved ABM could 
offer a sophisticated way of stress testing policies in 
advance.

While behavioral science can improve ABM, the 
requirements imposed by formal models also reveal 
that behavioral science needs to sharpen up its 
theories in terms of clarifying causal relationships 
and how change occurs over time.282 We build 
on this point later in our proposal Beyond lists of 
biases.  

PUT RCTS IN THEIR PLACE
One argument is that ‘while an initial focus on 
rigorous empirical research helped BI teams 
establish themselves in policy making, strict 
adherence may represent a risk to their long-term 
growth and relevance’.283 We agree in the limited 
sense that finding new options is a good idea: 
behavioral science should adopt and improve 
alternative approaches to evaluation. But we 
stress that the main point is to match the evaluation 
approach to the type of system and issue at hand. 
In simpler situations, standard RCTs can work well. 
When dealing with complex adaptive systems, 
RCTs can be strengthened to address some of the 
limitations that become apparent - and the act of 
doing so should drive behavioral science itself 
forwards. 
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05
REPLICATION, VARIATION 
AND ADAPTATION

We need to secure and build on these advances, so 
we move towards a future where meta-analyses of 
high-quality studies (some deliberate replications) are 
used to identify the most reliable interventions, develop 
an accurate sense of the likely size of their effects, and 
avoid the weaker options. We have a responsibility 
to discard ideas if solid evidence now shows they are 
shaky, and to offer a realistic view of what behavioral 
science can accomplish. 

That responsibility also requires us to have a hard 
conversation about heterogeneity in results: the 
complexity of human behavior creates so much 
statistical “noise” that it’s often hard to detect consistent 
signals and patterns. This much heterogeneity makes 
the idea of replication itself problematic: a “failed” 
replication may not show that a finding was false, but 
rather how it exists under some conditions and not 
others.  

These challenges mean that applied behavioral 
scientists need to set a much higher bar for claiming 
that an effect holds true across many unspecified 
settings.284 There is a growing sense that interventions 
should be talked about as hypotheses that were true in 
one place, and which may need adapting in order for 
them to be true elsewhere as well.

We need specific proposals as well as narrative 
changes. The first concerns data collection: expand 
studies to include (and thus examine) a wider range 
of contexts and participants, and gather richer 
data about them. Coordinated multi-site studies 
will be needed to collect enough data to explore 
heterogeneity systematically; “crowdsourced” studies 
offer particular promise for testing context and 
methods. 

The “replication crisis” of the last decade has seen intense debate 
and concern about the reliability of behavioral science findings. 
Poor research practices were definitely a major cause of the 
replication crisis; the good news is that many have improved as a 
result.

We also need to get better at judging how much 
an intervention’s results were linked to its context 
- and therefore how much adaptation it may 
need. Behavioral scientists should use and modify 
frameworks from implementation science to develop 
such judgment. Finally, we need to develop and codify 
the practical skills that successfully adapt interventions 
to new contexts; expertise in behavioral science should 
not be seen as simply knowing about concepts and 
findings.

WHAT DID THE REPLICATION 
CRISIS DO FOR US? 
The “replication crisis” of the last decade has seen 
intense debate and concern about the reliability of 
behavioral science findings.285 

This crisis has brought about many advances, 
and we need to secure and build on them. But 
we also need to have a hard conversation about 
how far the underlying goal of creating replicable, 
generalizable findings is actually achievable. 

Replication is seen as ‘a cornerstone of science’.286 
An attempt to replicate a study should obtain 
similar results, if it maintains important features 
of the original. Most people consider “similar” 
to mean the effects are in the same direction and 
are statistically significant.287 The problem is that 
large-scale studies have found that only between a 
third and two thirds of replication attempts produce 
similar results to the originals - and often the effect 
sizes are much smaller.288 
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A high-profile example is a 2012 study that 
found that “signing at the top” of a car insurance 
declaration increased honest reporting of mileage 
more than signing at the bottom, as is traditional.289 
The idea was that signing beforehand made ethical 
concepts prominent to an individual just as they had 
the opportunity to be dishonest. After BIT failed to 
find a similar effect in large real-world studies,290 
other careful attempts (including one co-authored 
by the original researchers) have come to the same 
conclusion.291 It could be that this intervention does 
have an effect in some settings but, on a practical 
level, there is a real cost to keep testing it rather than 
other ideas.

Poor research practices were a major cause 
of the replication crisis. Some of the main ones 
include publication bias, low statistical power, 
hypothesizing after results are known, over-reliance 
on null hypothesis testing, and overly flexible 
approaches to data collection, measurement tools, 
and analysis (e.g., stopping data collection once a 
desired result has been achieved).292  

The good news is this exposure has improved 
academic research practices.293 There are sharper 
incentives to pre-register analysis plans, greater 
expectations that data and code will be freely 
shared, and wider acceptance of post-publication 
review of findings.294 

However, we do need to push back against some 
of the ideas that have emerged from the replication 
crisis. One is to interpret replication attempts in 
a binary way - as showing something that “did” 
or “did not” replicate. There’s a good case that 
this way of thinking is ‘inadequate’.295 Instead, 
replications should be seen as contributions to 
a larger ongoing meta-analysis, and judged in 
terms of how much they add to existing stock of 
knowledge.296 In fact, this kind of analysis may 
show that even a non-significant result can advance 
the conclusion that an effect is real.297

This way of thinking points us towards a future 
where meta-analyses of high-quality studies (some 
deliberate replications) are used to identify the most 
reliable interventions, develop a realistic sense of 
the likely size of their effects, and avoid the weaker 
options. Operating in the real world incurs real 
costs; we have a responsibility to discard ideas if 
solid evidence now shows they are shaky. Overall, 
rather than over-inflating claims, practitioners 
should ‘offer a balanced and nuanced view of the 
promise of behavioral science’.298  

This vision seems achievable. Evidence suggests 
that at least some experts in behavioral science 
do indeed update their views in response to new 
replication results.299 More and more reviews based 
on better quality studies are emerging, giving us 
a stronger sense of what impact to expect from 
different kinds of interventions.300 

IS REPLICABLE, GENERALIZABLE 
KNOWLEDGE A REALISTIC 
GOAL?
We may need to rethink our ambitions, however. 
It’s important to note that there has been a general 
aim for findings not only to be replicable, but also 
generalizable. In basic terms, if replicability is about 
whether the same results would emerge again in the 
same conditions, generalizability is about whether 
the same results would emerge again in different 
conditions.301 

We usually place greater value on evidence that is 
generalizable. From a scientific viewpoint, ‘effects 
that can only be reproduced in the laboratory or 
under only very specific and contextually sensitive 
conditions may ultimately be of little genuine 
scientific interest.’.302 From a practical viewpoint, 
we often look for interventions that can be widely 
“scaled”, and get concerned that effectiveness 
often seems to fall when they are taken to new 
places (the so-called “voltage drop”).303 

Now we can pose the deeper challenge that has 
been emerging. Is replicable and generalizable 
knowledge actually a feasible goal for applied 
behavioral science? Recently, it’s become clear that 
the complexity of human behavior creates so much 
statistical “noise” that it’s hard to detect consistent 
signals and patterns. In other words, results from 
studies of behavior are highly heterogeneous.304 
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Several large studies have confirmed that results 
seem to vary between experiments in ways that are 
difficult to explain.305 It seems increasingly clear that 
‘heterogeneity cannot be avoided in psychological 
research - even if every effort is taken to  
eliminate it’.306 

This situation makes replicable, generalizable 
findings much less likely. One massive analysis 
found so much heterogeneity across 8,000 studies 
that it concluded that ‘there will always be a sizable 
chance of unsuccessful replication, no matter how 
well conducted or how large any of the studies 
are’.307 In fact, the idea of replication itself becomes 
more problematic: a “failed” replication may not 
show that a finding was false, but rather how it 
exists under some conditions and not others.308 

How can we start cutting a path through this 
thicket? The first step is to carve out two different 
(but related) drivers of heterogeneity: 1. Contexts 
influence results; 2. Effects vary between groups.309 

CONTEXTS INFLUENCE RESULTS
Just now, when explaining replication, we said 
that similar results should emerge if another study 
‘maintains important features of the original’. But 
do we know how many and what features are 
important?310 When people set up experiments, they 
make myriad choices about things like the precise 
wording of messages, the time of day they are 
given, how participants are recruited, and so on.311 

Often they are guided by a desire to maximize their 
chances of detecting an effect.312 

The point is that these choices vary greatly between 
studies and experimenters, in ways that often go 
unnoticed.313 That’s true even for replication studies 
that explicitly aim to be standardized.314 

These choices then interact with the inherent 
complexity of human behavior. The result is that 
neglected or undocumented aspects of the setting 
or intervention design may be influencing the 
observed outcome. When the context changes, 
those elements may not be present, and so a  
study may seem to have failed to “replicate” 
or “scale up”.315 

A recent study actually ran an experiment to 
measure the impact of these contextual factors. 
Participants were randomly allocated to studies 
designed by different research teams to test the 
same hypothesis. For four of the five research 
questions, studies actually produced effects in 
opposing directions. These ‘radically dispersed’ 
results indicate that ‘idiosyncratic choices in stimulus 
design have a very large effect on observed 
results’.316

In a way, we shouldn’t be too surprised. The strong 
influence of context on behavior has been one of 
the central insights from social psychology over the 
last century.317 Moreover, we are trying to have 
an effect in the real world. We are not dealing 
with how laboratories set up experiments. We are 
dealing with complex adaptive systems that expose 
people to many cues, and where acting can change 
the context in unexpected ways.318 For example, 
while reminders may influence behavior effectively 
in initial studies, they may lose their power if people 
become surrounded by too many reminders, each 
coming from different sources.319

We are also dealing with behavior embedded 
in institutions and cultures. Those of us trying to 
shape and improve public policy are confronted by 
‘intricate bundles of rules, procedures, institutional 
designs, and contextual constraints’.320 General 
concepts coming from studies may only provide 
only a vague guide here. Similarly, different 
cultural meanings can render a study ineffective 
for unanticipated reasons. While the color red is 
associated with danger in the West, in Chinese 
culture it symbolizes good fortune. But even cultural 
variations are not certain to have an effect - they 
may remain dormant unless ‘the right stimulus is 
triggered’.321 

EFFECTS VARY BETWEEN GROUPS
Context cannot explain all the heterogeneity in 
studies of behavior.322 Another factor is that the 
effect of an intervention may vary greatly between 
groups within a population - even though we often 
talk in terms of an overall “average treatment 
effect”.323 
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For example, a study in India used a smartphone 
app to give drivers feedback on their driving, using 
three different kinds of notifications: a reminder 
of personal best driving performance, average 
driving performance, or their performance on their 
latest trip.324 The first two nudges were effective 
at improving driving among participants overall, 
compared to a ‘no nudge’ control group.

But the study also found significant 
variation: the “personal best” nudge was 
significantly better for high-performance 
drivers who did not seek feedback often; 
the “average” nudge worked best for low-
performance drivers who sought feedback 
often. Lower performers appeared to be 
more motivated by goals that were easier 
to achieve. The study concluded that firms 
could improve driver performance by 11% 
through tailored messaging.  

Results like these have sparked calls for a 
‘heterogeneity revolution’ in behavioral sciences, 
which accepts that most effects vary, and rejects 
the idea that an effect needs to hold across all 
groups in order to be important or real.325 Such a 
call is a challenge to a nudge approach that often 
prioritizes achieving overall marginal shifts in the 
behavior of large populations.

This is not just an academic debate. Focusing on 
the population as a whole may lead to a discussion 
about whether an intervention “works” that is 
heavily weighted towards the largest group in the 
population. An intervention that has a benefit on 
average may disguise how some groups experience 
no benefit - or even harms. 

Let’s link this idea back to the replication crisis 
again. Effects vary between groups. When an 
intervention is applied more widely, the makeup of 
the participants may be different from the original 
study. That means that the intervention may seem to 
no longer have an overall effect, even though it is 
having the same impact on some groups as before.

What looks like a failure to replicate a main 
finding may actually be driven by more nuanced 
underlying patterns of behavior that sometimes 
map poorly against the “haphazard” samples that 
are collected.326 An intervention may be dismissed 
completely when it actually “works” for a meaningful 
group of people. 

For example, the company OPower showed in 
several studies that energy consumption was 
reduced by 2%, on average, if customers were 
shown how their usage compared with that of 
their neighbors.327 But later studies showed that 
the average treatment effect was much smaller 
when implemented at scale.328 This is because the 
intervention had more effect on people with higher 
incomes and more concern for the environment, and 
there were more of such people in the initial studies.  
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MAKE MORE CONSERVATIVE 
CLAIMS
These challenges mean that applied behavioral 
scientists need to set a much higher bar for claiming 
that an effect holds true across many unspecified 
settings.329 Our narrative and ambitions may 
need to change. Over the past decade, many 
organizations have offered frameworks that aim 
to raise the base level of behavioral science 
knowledge (for BIT, these include EAST and 
MINDSPACE). They offer deliberately simplified 
messages like “people are influenced by the 
behavior of others”. 

We don’t need to ban these kinds of statements.330 
But we do need to talk about them more like 
the way behavioral scientists have talked about 
incentives: that incentives definitely influence 
behavior, but they can also backfire, and we can 
find ways of making them more effective.331 

We need to be more conservative in explaining 
that findings may have emerged from a particular 
context (which is different from saying they are 
poor-quality).332 And, we need to be realistic about 
the size of the impact that interventions based on 
these findings are likely to have.

It’s going to be harder to move away from the 
simple idea that an intervention “works” - not least 
because average treatment effects will continue to 
matter in environments where evidence is scarce 
and the ability to target interventions is limited. 
Instead, there is a growing sense that interventions 
should be talked about as hypotheses that were 
true in one place, and which may need adapting in 
order for them to be true elsewhere as well.333

We need specific proposals as well as narrative 
changes. To address these issues, we propose: 
multi-site studies to explore heterogeneity 
systematically; better identification of context-
dependence in results; and, most importantly, 
developing skills for adapting ideas to settings.
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RUN MULTI-SITE STUDIES TO GET 
BETTER DATA
Once we understand that results vary by context 
and groups, the next step is to understand how and 
why.334 

First, we can recruit participants using existing 
methods, but gather richer data about them. To 
date, only a small minority of behavioral studies 
have provided enough information to show how 
effects vary.335 Moreover, such gaps in data 
coverage may result from and create systemic issues 
in society: certain groups may be excluded or may 
have their data recorded differently from others.336 
Part of the solution may link back to the need for 
greater diversity among behavioral scientists, since 
‘diverse researchers collect diverse data’ - for 
example using multiple race-related items, rather 
than a single binary variable.337

No team sees how the others are approaching 
the problem. The study can then run a meta-
analysis that combines effects across the studies to 
determine which hypotheses are supported. The 
ensuing results are the ones that survive the stress 
test of being subjected to varying approaches 
(method heterogeneity). A recent study of this 
kind, with 15,000 participants, found that two of 
the five hypotheses tested were confirmed by this 
approach.342

In terms of measuring how effects vary by groups, 
an obvious first step is to recruit more diverse 
samples. The lack of cultural diversity in participants 
in behavioral science research has been much 
discussed, but things are starting to change.343 For 
example, the rise of online platforms has made it 
easier to collect data from participants around the 
world. A recent study tested the main principles of 
prospect theory with 4,000+ participants across 19 

countries (although most were Western).344 

Nevertheless, the truth is that collecting 
varied data better is going to be hard. 
Organizations like BIT, which work across 
many different continents, seem to have 
the greatest ability to deliberately explore 
how effects vary by group characteristics. 
Yet there are many barriers to coordinating 
data collection across different clients 

and countries, since we are reliant on budgets and 
willingness to cooperate. Often we need to work 
with public administrative datasets, but these are 
often limited (containing just age, gender, and 
location, for example). 

Realistically, practitioners are going to be looking to 
academia to initiate these advances. And a major 
investment in research infrastructure will be needed 
to set up standing panels of participants, coordinate 
between institutions, and reduce barriers to data 
collection and transfer.345 There are promising 
signs. Recently, projects like Behavior Change for 
Good have been producing ‘mega studies’ that 
test a wide range of interventions with hundreds 
of thousands of people across many sites.346 These 
studies represent a real advance, and the model 
could be adapted to vary context, methods, and 
participants even more systematically.   

Second, we can expand studies to include (and 
thus examine) a wider range of contexts and 
participants. Experiments would be constructed to 
answer for whom the effect appears, and under 
what circumstances, rather than “Did it work?”338 

Large replication projects took a step in this 
direction, but have not been designed to 
systematically vary aspects of method and context 
to measure their effects.339 BIT is attempting to do 
this for an intervention that uses the “teachable 
moment” of hospital attendance to reduce future 
violence.340 

Here’s an analogy. Econometricians carry out 
“sensitivity analyses” to understand under what 
conditions their models predict behavior - i.e., stress 
testing them. Behavioral scientists have minimized 
the need for these analyses by running experiments 
- but this means that the specific context of the 
experiment is fixed, so we are advocating for stress 
testing findings by varying the context.341    

‘Crowdsourced’ studies may be particularly suited 
to testing context and methods. As explained 
above, different research teams each come up 
with a way of testing the same hypothesis, and 
participants from the same pool are randomly 
assigned to each. 
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PREDICT CONTEXT-DEPENDENCE
We need to get better at judging how much an 
intervention’s results were linked to its context - and 
therefore how much adaptation it may need. There 
are reasons to be optimistic here. One study got 
people to rate how contextually sensitive a topic 
was; topics with higher scores were less likely 
to have successful replication studies.347 In other 
words, judgments of context-dependence did seem 
to link to replication outcomes.

Stronger evidence comes from the ‘crowd-sourced’ 
study mentioned earlier. It found that scientists were 
able to anticipate the results of an intervention 
just by examining the materials (e.g., sample size, 
methodology, materials). Most importantly, 
they could distinguish between studies 
that were testing the same hypothesis. That 
means they had a ‘fine-grained sensitivity’ 
to which of the design choices would be 
most effective at realizing the concept in that 
setting.348 

The need is to cultivate and teach this 
sensitivity, so we can predict which 
interventions are likely to require adaptation, 
and focus resources accordingly. Currently 
we don’t know how these abilities are 
developed: behavioral scientist have not reached 
consensus on which aspects of context matter.349 
BIT and others have sketched out the aspects of 
‘scalability’, but these are still quite basic and focus 
more on whether the implementation mechanics can 
scale, rather than if the results will.350 

Behavioral scientists need to realize that fields like 
implementation science have thought more deeply 
about this topic. For example, the Consolidated 
Framework For Implementation Research (CFIR) 
was created in order to map the factors involved 
with moving an intervention from one context to 
another.351 These factors include the criteria of 
“adaptability” and “complexity” and “trialability”, 
which could be used to make the kinds of 
judgments we outline above. “Adaptability” 
is based on the idea that there is a distinction 
between an intervention’s “core components” 
and its “adaptable periphery”; the latter can be 
modified to fit the setting without undermining the 
effectiveness of an intervention. Behavioral scientists 
should be using and modifying frameworks like this 
to judge how much resource an intervention will 
need for adaptation.

ADAPT INTERVENTIONS 
SKILLFULLY  
We need to develop and codify the practical 
skills that successfully adapt interventions to new 
contexts. The first step is to value them properly. 
Expertise in behavioral science is still mainly seen 
as knowing about concepts and findings. That is 
necessary but not sufficient, given the power of 
context. We can’t simply pluck ideas from a generic 
“nudge store” and expect them to work.352 Expertise 
should explicitly include the ability to understand 
context and how to make choices that are sensitive 
to that context. (Our later proposal of how to 
explore the context fully is relevant here.)

In a way, all we are doing is foregrounding a skill 
that is at the heart of behavioral science already. 
Whenever someone creates an intervention, they 
give an abstract concept concrete form to affect 
behavior.353 This act of creation requires many design 
choices. Which word should be used here? What time 
of day should the offer be made? How? 

We know these choices can make or break an 
intervention, yet we just don’t pay enough attention 
to them. Many people will have had the experience 
of being mildly surprised at coming across a study 
showing a null result - before they see the actual 
intervention and realize it was put together badly. 
For example, a 2001 study found no effect of a 
descriptive norm message (i.e., “most people pay 
their taxes”) on tax compliance. But the message 
undermined itself by starting with the statement 
“many Minnesotans believe other people routinely 
cheat on their taxes”!354

So far, there seems to be an element of skill or 
craft to making these choices well - they are not 
completely reducible to standard procedures, and 
may never be.355 For example, standard practice 
when testing messages is to change the least 
amount possible between treatment arms.356 This 
is a good general rule. But experience shows that 
it can produce phrases that have a strange and 
unnatural quality that itself will bias the results. (“If 
you contact us now, you won’t have to worry about 
this anymore.” / “If you don’t contact us now, you 
will have to worry about this more.”) 
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The skill here is knowing how to navigate conflicting 
priorities and concepts to produce something that 
works for the particular situation. So, the task of 
adapting an intervention is actually quite similar 
to that of creating one in the first place - meaning, 
once we realize that’s the case, we can build on 
those existing skills. 

We also need to go further and adopt a more 
structured approach to understand and develop 
this skill. The CFIR framework is useful here as well, 
since it sets out five major factors affecting how 
interventions are implemented, including features 
of the intervention, different aspects of the setting, 
features of the individuals involved, and so on. Even 
a basic guide to these points would be helpful, but 
it’s worth noting that they would only be a starting 
point. The CIFR authors themselves admit that often 
the distinction between “core” and “periphery” 
elements ‘can only be discerned through trial and 
error over time’.357

This point means that it’s particularly valuable to 
learn from practitioners how they adapted specific 
interventions to new contexts. These accounts are 
starting to emerge, but they are still rare (see BIT 
example below).358 Researchers are incentivized to 
claim universality for their results, rather than report 
and value contextual details.359 And of course, 
these skills can be built through running multiple 
rounds of prototyping and testing with affected 
service users and communities.360

In 2014 BIT worked with Public Health England 
to create a letter with a social norm message 
that reduced antibiotic prescribing among high-
prescribing primary care providers.361 Similar 
interventions have since been tried successfully in 
countries around the world.362 When BIT came to 
adapt the intervention to New Zealand, we knew 
that Māori or Pacific populations experienced 
specific challenges and were at a higher risk 
of infectious diseases.363 They might need more 
antibiotics, rather than fewer. So we adapted the 
intervention to show antibiotic prescribing split out 
by Māori, Pacific, and all other populations. The 
letter significantly reduced prescribing overall; and 
we saw no significant change in the prescribing 
of doctors who were high prescribers overall, but 
low prescribers for Māori and Pacific populations. 
Therefore, it appears that health inequities were 
reduced.

There is one obvious recommendation missing here. 
Hopes have emerged that data science techniques 
will allow us to better understand how effects vary 
between groups. We agree, but also think that this 
idea raises big ethical questions. In the penultimate 
proposal, we will explore the promise and perils 
involved. 

Your rate: 14.5 Your rate: 34.5 Your rate: 23.4

Māori patients

YOUR ANTIBIOTIC PRESCRIBING TO SPECIFIC DEMOGRAPHIC GROUPS*
We know Māori and Pacific patients may need more antibiotics than other 
New Zealanders. Below is your prescribing rate to different demographic 
groups, and for GPs in your DHB.

Pr
op

or
tio

n 
of

 G
Ps

Pacific patients Non-Māori & non-Pacific
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This second criticism is very relevant to the way that 
behavioral science relies on lists of heuristics and 
biases. These ideas are incredibly useful, but have 
often been presented as lists of standalone curiosities, 
in a way that is incoherent, reductive, deadening, 
breeds overconfidence, and distracts us from 
answering more important underlying questions (like 
when does one bias or another apply).

The concern for behavioral science is that it uses 
and popularizes both these high-level frameworks, 
like dual process theories, and a collection of 
disconnected heuristics and biases - with little in the 
middle to draw both levels together. 

We think the way forward is to emphasize theories 
that are practical. By this we mean: they fill the 
gap between day-to-day working hypotheses and 
systematic attempts to find universal underlying 
explanations; they are based on data; they can 
generate testable hypotheses; they specify the 
conditions under which a prediction applies or does 
not; and they are geared towards realistic adaptation 
by practitioners.

We think that resource rationality is a good example 
of the kind of practical theory that applied behavioral 
science could pursue.

Behaviors often take place in complex systems; 
intervention effects vary across contexts and 
groups. Therefore maybe it’s not a surprise that 
we lack good explanations for why findings vary 
so much.364 When we fail to obtain an expected 
finding, we may say that “context matters”, but often 
cannot explain why.365 

Recently there have been claims that our lack of good explanations for 
heterogeneity is part of a “theory crisis” in psychology. One concern is that 
psychological theories have become very high-level and vague through their 
attempts to capture complex behaviors. Another is that theories are specific, 
but disconnected from each other - and from a deeper, general framework 
that can provide broader explanations. 

This failure is also an opportunity, since seeking 
to understand the causes of heterogeneity should 
lead us to better theories.366 For example, when 
data from one of the large replication studies was 
reanalyzed, it revealed that political ideology 
was having an important but unidentified effect on 
heuristics like anchoring.367

The need for better theories can be seen as part 
of a wider “theory crisis” in psychology.368 We 
see two different concerns here: one, that theories 
are too vague and high-level; the other, that they 
are specific, but disconnected and ungrounded. 
The concern for behavioral science is that it uses 
both these high-level frameworks, like dual process 
theories, and jumbled collections of heuristics and 
biases - with little in the middle to draw both levels 
together. 

THEORIES THAT ARE TOO VAGUE 
AND HIGH-LEVEL
Theories of behavior often try to explain 
phenomena that are complex and wide-ranging.369 
If you are trying to show how emotion and 
cognition interact (for example), this involves 
many causes and interactions. Trying to cover this 
variability can produce descriptions of relationships 
and definitions of constructs that are abstract and 
imprecise.370 

MOVE BEYOND  
LISTS OF BIASES
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The results are theories that are “weak,” in the 
sense that they are vague and therefore can be 
used to generate many different hypotheses - some 
of which may actually contradict each other.371 
The theory becomes hard to test or reject because 
its looseness means it can accommodate many 
different findings.372 And its vagueness prevents 
us from making useful models or predictions of the 
conditions under which interventions ought to work 
(or not).373 This may have been what happened in 
the crowdsourcing study mentioned earlier - teams 
got varying results because the hypotheses allowed 
many different approaches. 

The result is that running experiments does not 
improve our understanding as it should. We can 
always claim that a theory is basically true, but 
there are reasons why it was not supported in this 
specific instance (e.g., a problem with the way the 
study was set up).374 And so weak theories stumble 
on, unimproved.

We are not saying that this is an accurate 
summary of how applied behavioral science uses 
theory. But it does raise questions. Dual process 
theories arguably provide the main overarching 
framework.375 But there are criticisms that they 
do not sufficiently explain when people use one 
process or the other, they imply a clear division 
between the processes that does not exist, they 
can be hard to refute, and they don’t make clear 
predictions.376 Models of how and why nudges 
work tend to be ad hoc and related only to certain 
domains, making it difficult to predict their effects in 
new settings - although there has been progress as 
the field has matured.377

THEORIES THAT ARE SPECIFIC 
BUT DISCONNECTED
On the other hand, we have theories that are 
more specific, but also disconnected from each 
other. Some go as far as calling psychology 
textbooks ‘largely a potpourri of disconnected 
empirical findings’.378 There can be many different 
‘mini theories’ offering different takes on the same 
behavior - for example, theories based on cultural 
factors, emotion or cognition can all be used 
to explain cooperation in an experiment.379 Or 
there may be a precise elaborate theory based 
on one dataset that only applies in very specific 
conditions.380 

At the same time, these theories are often also 
disconnected from a deeper, general framework 
that can provide broader explanations (like the 
theory of natural selection does, for example).381 If 
we don’t have such a paradigm, we can’t predict 
when we should see an effect or not and we can’t 
distinguish ‘results that are unusual and interesting 
from results that are unusual and probably 
wrong’.382 Of course, this disconnect may happen 
partly because these high-level theories are vague 
and weak, as noted above.

The main way this issue affects behavioral science is 
through heuristics and biases.383  

Examples of individual biases are accessible, 
popular, and how many people first encounter 
behavioral science. These ideas are incredibly 
useful, but have often been presented as lists 
of standalone curiosities, in a way that is 
incoherent, reductive, and deadening. 

INCOHERENT
The biases usually overlap and conflict in various 
ways. How are people vulnerable to “optimism 
bias” - where someone believes that they are less 
likely to experience a negative event - but also 
“negativity bias” - where negative things affect our 
mood and cognition more than positive things?384 
Or how is “optimism bias” meaningfully different 
from “self-enhancement bias” or “positivity bias”? 
Where do the boundaries, if any, lie? How do they 
interact?385 Presenting lists of biases does not help 
us distinguish or organize them.386

The Behavioural Insights Team / A Manifesto for Applying Behavioral Science62



REDUCTIVE 
Framing behavioral science as a collection of biases 
can give the impression that behavior is the product 
of one factor rather than many. It can create 
overconfident thinking that targeting a specific bias 
(in isolation) will achieve a certain outcome - like 
the illusion of control risk we mentioned earlier in 
“See The System”. And it can give the impression 
that these biases are universal laws, rather than 
contingent tendencies.387

DEADENING 
Repeatedly working from a list in this way may 
lead to a “painting by numbers” approach that 
sucks out creativity and innovation from applied 
behavioral science, leading to repetition. A deeper 
engagement is more likely to allow unexpected 
insights into what might work. This risk has not been 
discussed widely, but it could be increasing as the 
field matures and broadens. 

Perhaps the biggest issue is that looking at lists 
of biases distracts us from answering the more 
important underlying questions. When does one 
or another (conflicting) bias apply, and why? 
Which are widely applicable and which are highly 
specific? Meta-analyses of the “paradox of choice” 
show zero effect overall, but that it can be very 
powerful in certain settings - what are our theories 
for why that happens?388 How does culture or life 
experience affect whether a bias affects behavior 
or not?389 These are highly practical questions when 
you are faced with tasks like, for example, taking an 
intervention to new places.

“THROWING THINGS AT THE 
WALL.”  
Some people advocate just relying on 
‘lightweight theorizing and outright guesses’, but 
subjecting them to many rigorous experiments 
to get reliable findings.390 You may not have 
thought too much about what you are testing, 
but you’ve got good data on whether it 
influences behavior. 

“POST THEORY SCIENCE.”391 
Another proposal is to use algorithms to uncover 
new relationships and connections in datasets, 
and use these findings instead of theorizing. 
The argument here is that psychology has spent 
too much time trying to explain the causes of 
behavior, but can’t predict future behaviors 
accurately.392 Machine learning can produce 
insight without theory. 

“MUDDLING THROUGH.”393  
In this view, applied behavioral science should 
be seen as ‘a kind of learning by trial-and-error 
that is informed as much by local, practical 
knowledge and user feedback as by a universal 
science of human behavior’.394 Using behavioral 
science becomes more like translating some 
general strategies into specific tactics - and 
making limited, incremental adjustments that 
respond closely to contextual needs.

PRAGMATIC RESPONSES ARE 
NOT ENOUGH TO FULFILL 
BEHAVIORAL SCIENCE’S 
POTENTIAL
Given these practical challenges, one response is 
to step away from theories and just prioritize being 
pragmatic. Three main approaches in this vein are:
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All of these options present problems. For some, 
costs and inefficiency loom large. Lots of blind 
incremental experimenting means lots of failure: 
the risk of the “contextual brittleness” (disconnect 
between intervention and context) we mentioned 
earlier is much greater.395 Having lots of 
interventions that do not work is fine in contexts 
where experimentation and measurement is cheap 
- online environments, for example. But even 
then there are other costs: an iterative, scattershot 
approach is likely to take time to produce results.396 
And the truth is that, in many contexts, it does 
require money to run experiments - so designing 
your interventions by chance may not seem 
responsible. Particularly in the public sector, most 
people expect that someone has thought about 
what is being offered to them, rather than just 
sticking a finger in the air.

More generally, rejecting theory means it’s harder 
to learn and make general conclusions. Some have 
compared this approach to trying to write a novel 
by collecting sentences from random strings of 
letters.397 Even if an algorithm means we are sure 
that two behaviors are definitely related in a big 
dataset, we won’t know if that relationship holds 
true elsewhere.398 We also can’t anticipate if an 
intervention will backfire in a different context.  

In other words, giving up on theory for pragmatism 
will mean that behavioral science cannot meet its 
challenges or fulfill its potential. For example, being 
able to tackle bigger, high-level problems may 
only be possible if you can identify higher-level 
causes.399 So what is the best way forward? 

BE PRACTICAL
In one sense, the obvious answer is that “we need 
strong theories, not weak ones”. Strong theories 
are seen as ‘coherent and useful conceptual 
frameworks into which existing knowledge can 
be integrated’.400 They identify the most relevant 
theoretical and empirical questions; try to explain 
how phenomena do or do not vary across time 
and contexts; are parsimonious; and can be 
used to build models that make testable and 
non-obvious predictions.401 Various people are 
trying to propose new ways of developing strong 
wide-ranging theories,402 and there are some 
promising candidates, such as “cultural evolutionary 
behavioral science”.403 

We could just recommend strong theories as the 
goal and leave it there. But this definition covers 
a lot of ground, and we want to focus on helping 
applied behavioral scientists meet the challenges 
we face. So, instead we emphasize that a bigger 
priority for future theories is that they are practical. 
By this we mean:404

1. They fill the gap we’ve identified in 
behavioral science: between day-to-day 
working hypotheses and comprehensive 
and systematic attempts to find universal 
underlying explanations. They are not so 
abstract as to be unhelpful when confronted 
with a specific issue, but they allow us to raise 
our eyes above simply understanding what 
works in the current context. 

2. They are based on data rather than being 
derived from pure theorizing.405

3. They can generate testable hypotheses, so 
they can be disproved.406 

4. However they also specify the conditions 
under which a prediction applies or does 
not.407

5. They are geared towards realistic adaptation 
by practitioners and offer ‘actionable steps 
toward solving a problem that currently exists 
in a particular context in the real world.’408 
They involve meaningful exchange between 
those who use them and those who develop 
them. 

Let’s be more concrete and give an example of a 
practical theory that meets these criteria. 

A PRACTICAL EXAMPLE:  
RESOURCE RATIONALITY 
Resource rationality is a way of understanding 
choices and behavior on the basis that people 
make rational use of their limited cognitive 
resources.409 Given there is a cost to thinking, 
people will only work to find exact solutions if they 
think doing so is worth the effort. In other words, 
people look for ‘solutions that balance choice 
quality with effort’.410 
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RETHINKING THE ANCHORING 
BIAS WITH RESOURCE 
RATIONALITY   
A common example of the anchoring bias involves 
people estimating a number, but being biased by an 
initial ‘anchor’ that puts a specific number in their mind, 
even if it’s irrelevant.  For instance, a famous study spun 
a wheel of fortune in front of participants, who were 
asked whether they thought the number of African 
countries in the United Nations was more or less than 
the number on the wheel. Then they were asked to 
estimate the exact number. Their guesses were highly 
influenced by the irrelevant number they had just 
seen.411 

The traditional explanation is that people make an 
initial guess as an anchor, and they try to adjust away 
from it with more information or thought - but don’t 
adjust enough. While anchoring may seem irrational, 
a resource rational analysis suggests that people are 
just trading off the cost of being wrong against the cost 
of taking time to get the answer more right.412 

At least one experiment suggests this analysis may 
be correct. People were asked to predict how long 
someone will wait at a bus stop, and were given an 
anchoring time. They were either penalized for how 
long they took to give a final answer, or for how 
inaccurate their final answer was. The results showed 
that people adapted their behavior to get a ‘near 
optimal’ tradeoff between speed and accuracy.413

Although the basic principle is similar to familiar 
ideas of “bounded rationality”, what’s new is 
that resource-rational analysis offers a systematic 
framework for building models for how people will 
act. Proponents call it a ‘unifying framework for 
a wide range of successful models of seemingly 
unrelated phenomena and cognitive biases.’414 

More importantly, it’s also practical. Take the first 
criterion for practicality: the need to fill the gap 
between high and low-level theories. Proponents 
explicitly frame resource rational analysis as 
‘building bridges’ between high-level and lower-
level approaches to understanding decisions.415 (The 
high-level “computational” one is about working 
out optimal solutions; the lower-level “algorithmic” 
one deals with actual cognitive resources and 
processes.)

This approach is also based on data (point 2). 
It emerged partly from computational analysis 
and work on ‘bounded optimality’ in artificial 
intelligence. Rather than a traditional approach 
where ‘a theorist imagines ways in which different 
processes might combine to capture behavior’, 
resource rationality focuses instead on evidence 
of the problems people have to solve and their 
resources for doing so.416 

For the three final aspects - testable hypotheses, 
specifying conditions, and actionable steps for 
practitioners - we look at how resource rational 
analysis can improve nudging. A recent study on 
“optimal nudging” starts by echoing some of the 
criticisms above. The authors also see a high-low 
level split between ‘intuitive, mechanistic accounts 
of individual nudges’ on the one hand and ‘formal, 
abstract accounts of nudging as a whole.’417 Since 
models of nudges are often ‘domain-specific and 
ad hoc’, we don’t have a framework to reliably 
predict how a nudge will perform for a new context 
or population. That makes designing nudges time-
consuming. 

Their solution is to apply the principles of resource 
rational analysis. Doing so means they see nudges 
as interventions that change the order or way 
people encounter information. Nudges make it 
easier to consider some things rather than others, 
or change the order in which people think about 
things. These changes influence people’s choices.

The authors used these principles of resource 
analysis to build models to predict how people 
would respond to different kinds of nudges, like 
defaults, and suggested alternatives. They then 
tested these models against how people behaved 
in online games where you invest money to earn 
more, or settle for what you have. When they tested 
the effect of a default option nudge in such a game, 
the resource rational model predicted things well: 
people were more likely to choose the default if 
the problem was complex, and less likely to if their 
preferences were different from the average. 

The point is that the framework and the models can 
predict how the effects of nudges will change in 
new contexts or with tweaks to their presentation. 
They can also help us understand how effects vary 
between groups, who may vary in the value they 
place on certain kinds of information. 
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Moreover, the authors built on these results by 
using algorithms to create ‘an automated method 
for constructing optimal nudges’. When tested 
against randomly selected nudges, these optimal 
nudges increased the rewards people received 
in games and made those choices easier to make 
(people spent less time spending money to find out 
information for their decision). 

Such an approach could both reveal new kinds 
of nudges, but also make creating them much 
more efficient. More reliable ways of developing 
personalized nudges are also possible, since they 
would just require some initial data on how an 
individual makes decisions (recognizing that caution 
is needed here). These are all highly practical 
benefits coming from applying a particular theory.     

THE VISION FOR THE FUTURE
We are not saying that resource rational analysis 
is completely correct or that it is the only practical 
theory around. There is still debate about how 
‘strong’ the theory actually is: proponents 
themselves seem unsure whether it is a unifying 
framework or just ‘a methodological device to 
efficiently search through the endless space of 
possible mechanisms.’418 Many decisions in life are 
vague and difficult to quantify for input into such a 
framework, which needs reliable data to work.419 

Instead, we see resource rationality as having 
the features we need to aim for in behavioral 
science theories of the future: a framework that can 
connect up general and specific ideas; testable, 
data-driven hypotheses; the ability to make sense 
of heterogeneity; predictions about when an 
intervention will work or not; and practical tools 
informed by the latest data science techniques. 
That’s the vision for moving behavioral science 
beyond lists of biases and towards greater 
relevance and sophistication.    
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07
PREDICT AND ADJUST

Hindsight bias is a big problem because, alongside 
overconfidence, it impedes learning, dissuades 
innovation, and prevents us from understanding 
what is truly unexpected. 

In response, we should develop the practice of 
getting behavioral scientists to predict the results 
of experiments, and then feeding back the results 
to them. Doing so would provide clear, regular 
performance feedback that is lacking and which 
enables hindsight bias. But barriers lie in the way. 
People may not welcome the ensuing challenge 
to their self-image; predicting may seem like one 
thing too many on the to-do list; the benefits lie in 
the future.

We propose: make predicting easy by 
incorporating it into standard processes; minimize 
threats to predictors’ self-image, for example by 
making and feeding back predictions anonymously; 
give concrete prompts for learning and reflection, in 
order to disrupt the move from surprise to hindsight 
bias; and build learning from prediction within and 
between institutions.

Experiments may appear like an admission of 
uncertainty: we run experiments because we are 
not sure of something (the notion of “equipoise”). 
Overconfident people should not run experiments. 

It may seem strange that behavioral scientists are overconfident, 
since they run so many experiments that may give unexpected 
results. The reason is hindsight bias - what happens when people 
feel “I knew it all along”, even if they did not. When the results of 
an experiment come in, hindsight bias may mean that behavioral 
scientists are more likely to think that they had predicted them, or 
quickly find ways of explaining why they occurred.

Yet, as we will explain below, the behavioral 
science approach can generate overconfidence. So 
why does experimentation not do more to address 
this overconfidence?  

First, although experimenters are meant to create 
hypotheses that are confirmed or disconfirmed, 
most hypotheses are reported to be supported.420 
Moreover, hypotheses may not be particularly 
detailed - they may not state the expected effect 
sizes of different treatments, or their likely ranking. 
This may be particularly true if the study is being 
conducted by practitioners who have to make 
tactical decisions, rather than run a structured 
scientific inquiry.

But perhaps the main reason is one that is familiar to 
behavioral scientists: hindsight bias. Hindsight bias 
is ‘the belief that an event is more predictable after 
it becomes known than it was before it became 
known.’421 Or, put it another way, it’s what happens 
when people feel “I knew it all along”, even if 
they did not. So, when the results of an experiment 
come in, hindsight bias may mean that behavioral 
scientists are more likely to think that they had 
predicted them, or quickly find ways of explaining 
why they occurred. 
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Some aspects of hindsight bias are particularly 
relevant to behavioral science. One is ‘knowledge 
updating’, which refers to how new information 
is integrated into existing memory. Our memory 
systems are skilled at fitting new facts into existing 
schemes - we search out knowledge that is 
consistent with the novel finding, and thereby 
make it fit and “feel right”. 422 A similar but more 
sophisticated approach is ‘sense-making’, which 
involves the ease with which we can tell a causal 
story that explains the new information.423 

Both knowledge updating and sense-making are 
more likely if a result is not what we expected, 
since we may start to look for ways to preserve a 
positive self-image of expertise - “ah, this is in line 
with this fact I already knew”. The key is whether 
our initial surprise turns into “resultant surprise” and 
reassessment of views, or whether we can quickly 
resolve it into a coherent but incorrect explanation 
that creates hindsight bias.424  

What are the effects of hindsight bias? For one, it 
creates general overconfidence in one’s predictive 
abilities, partly because it impedes accurate 
feedback on them.425 It also impedes learning, 
since it can create an illusion of understanding 
that means we fail to learn from the past.426 And 
the feeling that you “knew it all along” may also 
dissuade you from finding new approaches to a 
problem, thereby reducing innovation.427 Finally, 
hindsight bias can stop us from understanding what 
is actually unexpected - we do not judge new 
findings correctly, which stops behavioral science 
from advancing as a field.428  

Presenting predictions back to participants, along 
with the actual results, would then provide the clear, 
regular performance feedback that is currently 
absent and which allows hindsight bias to develop. 
Note that the predictions do not need to relate to 
future studies - the results just need to be unknown to 
the predictors. And indeed, the predictions may not 
relate to a controlled study at all, but rather to real-
world behavior. But there do need to be clear and 
specific outcomes to measure predictions against. 

The process of predicting and gaining feedback 
can improve the “calibration” of behavioral 
scientists - in other words, it can ensure they have 
appropriate confidence in their judgments. BIT itself 
has promoted this idea, showing that the judgments 
of senior officials (and its own staff) can be 
overconfident, but also that calibration can improve 
over time.432

Prediction brings benefits beyond reducing 
overconfidence. As noted above, it can create a 
more accurate sense of how unexpected a set of 
findings are. Is wider reflection needed? Do beliefs 
about concepts need updating? Predictions can 
also reveal the importance of unanticipated null 
results, thereby reducing publication bias and file-
drawer effects. 

Regular prediction would also show how expert 
opinion varies, and whether there are consistently 
good performers whose views should carry 
more weight. A recent paper took this further by 
determining that experts predicted that a video 
would increase parental uptake of free educational 

resources by 14 percentage points. 
In fact there was no effect of the 
intervention, but the researchers could 
also measure whether the result was 
significantly different from the expert 
prediction (it was). As a result, they could 
show that their results were worth paying 
attention to.433 If we can build up a high-

quality set of predictions and predictors, then this 
will mean better policy advice in situations where 
tests simply are not possible.434

Behavioral science has seen some limited use of 
prediction as a tool. Results so far are mixed on the 
predictive powers of behavioral scientists, but the 
following themes seem to be emerging. 

In response, we should develop the practice of 
getting behavioral scientists to predict the results of 
experiments, and then feeding back the results to them.  
 

Hindsight bias can flourish if we do not 
systematically capture expectations or “priors” 
about what the results of a study will be - in other 
words, it is not easy to check or remember the state 
of knowledge before an experiment.429 Making 
predictions provides regular, clear feedback of 
the kind that is more likely to trigger surprise and 
reassessment, rather than hindsight bias.430 It could 
also force people to consider that a range of 
different outcomes are possible, which can reduce 
hindsight bias.431 
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• Experts (and, to an extent, non-experts) can 
predict the effect of real-world interventions 
fairly accurately.435 But, in general, these 
predictions tend to overestimate the size of 
effects created by nudge-type interventions.436  

• Predictions of experts may be more accurate 
than non-experts - although not always.437  

• Familiarity matters: practitioners were more 
accurate than academics at predicting the 
effect of real-world nudge interventions;438 
non-experts who were likely to be familiar with 
an intervention were as good as experts at 
predicting its effects.439

We can’t be sure of these conclusions because only 
a tiny fraction of current work involves prediction 
and feedback. Several barriers lie in the way. 
People may not welcome the challenge to their self-
image that evidence of poor predictions may bring. 
Real-world trials can involve a frantic process of 
dealing with practical and conceptual challenges; 
making predictions can seem like one more, 
inessential, thing for the to-do list. Even if people 
understand the benefits, they lie in the future. 

These barriers mean that making predictions needs 
to be supported by institutions and processes. But 
setting up this support means navigating difficult 
questions like: What exactly to predict? How to 
do that? By whom? When? How should results be 
communicated? And how should participation be 
incentivized, if at all?   

We offer these proposals as a first step towards 
getting good answers to these questions.

MAKE PREDICTING EASY BY 
INCORPORATING IT INTO 
STANDARD PROCESSES
This proposal is obvious, in line with behavioral 
science principles, and hard to achieve in practice. 
Organizations need to create an accessible 
template for collecting forecasts that makes them 
easy to both send and complete. The template 
should at least include how to predict outcomes 
(e.g., estimated treatment effects, direction of 
treatment effects, significant ranking of trial arms), 
and whether or how to record one’s level of 
uncertainty. 

A prompt to access this template should be inserted 
at a point after interventions are near-final, but 
before a trial is launched - so predictions can 
influence which interventions are selected, or any 
that need to be improved. (It’s worth noting, though, 
that if people know predictions will influence an 
outcome, that may distort their predictions!) Ideally, 
a specific project member or role should be clearly 
responsible for ensuring predictions have been 
made. That same person should then trigger the 
individual results feedback, once findings are 
confirmed (perhaps through an automated mail 
merge).

MINIMIZE THREATS TO 
PREDICTORS’ SELF-IMAGE
Being presented with evidence of inaccurate 
predictions may threaten a predictor’s self-image of 
expertise, prompting them to engage in hindsight 
bias as a way of reasserting their agency.440 This 
tendency could be minimized by presenting all 
predictions as reasonable “based on what you 
knew then”. Such a formulation presents the results 
as a challenge to one’s past self, rather than one’s 
present or intrinsic abilities. Updating of beliefs may 
be easier to achieve as a result. 

Predictions should be made and fed back 
anonymously, since this further minimizes 
perceived threats to self-image and encourages 
re-calibration.441 Note that predictions would be 
known generally (to aid better group calibration), 
just not who made them. However, there are clear 
advantages to identifying a group’s most accurate 
predictors, since their views should be given greater 
weight when deciding which interventions to test - 
and potential acclaim could act as an incentive for 
participating.442
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GIVE CONCRETE PROMPTS FOR 
LEARNING AND REFLECTION 
Perhaps the biggest priority is to ensure that 
feedback leads to learning and adjusting. 
Understanding the ‘epistemic emotions’ created 
by prediction feedback is key here. Common 
epistemic emotions are surprise, confusion or 
curiosity, and they are triggered by conflict 
between existing and new knowledge.443 Surprise 
is particularly important, since it can be used as a 
prompt for learning and reorganizing networks of 
knowledge.444 However, what can happen is that 
‘initial surprise’ turns into hindsight bias, instead of 
the ‘resultant surprise’ that can lead to reorganizing 
knowledge.

The practical implication is to challenge and disrupt 
the move from surprise to hindsight bias. An obvious 
starting point is how the results are framed - prompts 
could make it easier for the recipient to reassess 
and update their knowledge. A very simple one 
might be, “If this is true, what else do you need 
to reassess?” Another idea is to ask predictors to 
include a reason for their prediction at the time they 
make it. Presenting this past reasoning alongside the 
results may disrupt the move to coming up with new 
explanations in the present. 

BUILD LEARNING WITHIN AND 
BETWEEN INSTITUTIONS
This kind of adjustment and learning is much easier 
to achieve in conditions of psychological safety, 
where people and groups can freely say that they 
got things wrong and accepted ideas can be 
questioned. BIT is currently working to set up its own 
formal forecasting and score-keeping system - and 
we are aware that incentives and leadership will 
be key to ensuring a prediction culture takes root. 
Ideally, there would be a wider commitment to 
learning, so that the organization builds a central 
store of predictions and findings. Such a store could 
also exist between institutions, as shown by the 
example of the Social Science Prediction Platform 
(www.socialscienceprediction.org). This idea 
reinforces our earlier calls for behaviorally-enabled 
organizations.  
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08
BE HUMBLE, EXPLORE  
AND ENABLE

When exploring behaviors, we need to: pay 
greater attention to people’s goals and their 
own interpretations of their beliefs, feelings, and 
behaviors; reach a wider range of experiences, 
including marginalized voices and communities; 
and recognize how apparently universal cognitive 
processes are shaped by specific contexts, thereby 
unlocking new ways for behavioral science to 
engage with values and culture.    

In addition, more can and should be done 
to broaden ownership of behavioral science 
approaches. One route is to enable people to 
become more involved in designing interventions 
themselves - and “nudge plus”, “self nudges”, and 
“boosts” have been proposed as ways of doing 
this. But these new approaches should not be 
seen simplistically as “enabling” alternatives to 
“disempowering” nudges. We propose a new set 
of criteria for deciding when enabling approaches 
may be appropriate: opportunity; ability and 
motivation; preferences; learning and setup costs; 
equity; and effectiveness. 

A final piece missing from current thinking is that 
enabling people can lead to a major decentering 
of the use of behavioral science. A range of people 
could be enabled to create nudges for positive 
societal change (with no “central” actors involved). 

Behavioral scientists may over-confidently rely on 
decontextualized principles that do not match the real-world 
setting for a behavior. Deeper inquiry can reveal reasonable 
explanations for what seem to be biased behaviors. Therefore, 
we should: avoid using the term “irrationality”, which can limit 
attempts to understand actions in context; acknowledge that 
our diagnoses of behavior are provisional and incomplete 
(“epistemic humility”); and design processes and institutions to 
counteract overconfidence. 

Rather than just creating self-nudges through 
altering their immediate environments, they may 
decide that wider system changes are needed.

Behavioral scientists who succeed in the future 
will be ones that are humble about their own 
knowledge, who carefully explore people’s 
intentions and experiences, and who enable 
individuals to use behavioral science to achieve 
personal and collective goals. 

BE HUMBLE
We need to recognize the limits to our knowledge 
as behavioral scientists. Instead, several factors 
can push us towards being overconfident in our 
judgments and the likely consequences of our 
actions. 

Of course, it’s important to note that overconfidence 
affects experts in a wide range of fields.445 In 
our Behavioral Government report, we showed 
how and why policy makers are overconfident 
in their predictions about people’s behavior. And 
overconfidence is a particular risk when dealing 
with complex adaptive systems, since we may 
misidentify causes and effects by applying simpler 
mental models that produce illusions of control.446 

VALUES

75The Behavioural Insights Team / A Manifesto for Applying Behavioral Science



Nevertheless, overconfidence can emerge because 
of reasons that are specific to behavioral science. 

Behavioral science may be seen as providing 
a technical justification for seeing decisions as 
flawed, and thus in need of corrective action. A 
good example is the behavioral economic concept 
of ‘internalities’, which involve a struggle between 
a person’s present self (who may want a cake) 
and their future self (who desires to be healthy). In 
practice, policy makers often choose to prioritize 
the future self, which often loses out otherwise.447 
These behavioral concepts, and the language of 
bias and irrationality, can end up increasing the 
confidence of choice architects in terms of what 
people “really” or “should” want, and why they are 
acting as they are.448

In reality, it may be that people are acting on the 
basis of reasons that a choice architect has not 
perceived or anticipated. People may have specific 
contextual knowledge that cake is unlikely to be 
available in the near future, for example. Indeed, 
new evidence from 169 countries shows that, as 
economic environments worsen, ‘there is a stronger 
and more consistent tendency to discount future 
values’.449 A recent study showed that apparently 
irrational loss-gain framing effects may actually 
reflect an awareness that others may punish you 
for ignoring such effects.450 The ready technical 
explanation offered by behavioral science could 
provide confidence that obscures the need to 
search more deeply for less obvious explanations. 

These technical explanations may also be based on 
‘an overly cognitive view of people as individual 
decision-making agents, rather than as social 
humans who are embedded in established practices 
and networks’.451 Questions of culture and society, 
which are likely to complicate matters, may be 
downplayed as a result.452 

These factors mean that behavioral scientists may 
over-confidently rely on decontextualized principles 
that do not match the real-world setting for a 
behavior. Such ‘contextual brittleness’ is likely to 
lead to poor outcomes.453

Again, there are many instances where behavioral 
scientists have avoided the issues just outlined. 
BIT has always emphasized the importance of 
understanding behaviors in context and in depth, 
going beyond ostensible explanations:454

ENERGY SWITCHING 
Many households do not switch energy suppliers, 
despite the potential for large savings; this inertia 
may seem particularly “irrational” for lower-income 
households. But during our work on this topic, we 
came across stories that made the inaction more 
reasonable. Over time, lower-income households (in 
particular) may have learned the collections process 
of their current company. They know that a “final 
warning” is not final, and they still have two more 
weeks before they lose power. Effectively, they can 
then use the power company as a line of credit to 
prioritize other payments. But they lose this valuable 
knowledge if they switch providers. Apparent inertia 
may actually be a considered strategy.  

HEALTHCARE CHOICES  
Our previous work on reducing patient waiting times 
in the UK had identified that primary care doctors 
were generally sending patients to the same set of 
secondary care providers.455 The issue is that these 
referrals happened even when those providers had 
no capacity. Patients would experience long waits, 
even though there were nearby alternatives with 
good availability. In many cases, these choices 
were as suboptimal as they seemed. But deeper 
exploration showed that sometimes other factors 
were at play. Unsurprisingly, patient transport was 
an important factor. Larger, better-known hospitals 
tended to attract more public transport routes 
than the alternative providers. So, although these 
alternatives were all within a few miles of the patient, 
in some cases they might be less accessible.  

ROAD USE 
Going into our work to improve the health and safety 
of food delivery agents in Australia’s gig economy, 
we knew that many workers were frequently 
breaking road rules. In particular, they rode bicycles 
on footpaths and other pedestrian-only areas. This 
was happening despite strong disincentives: there 
was a significant risk of incurring fines that could 
wipe out a whole day’s earnings (and social media 
posts from workers suggested that they were well 
aware of this risk). However, observing the behaviors 
in context revealed that the footpaths often ran 
next to narrow, busy roads with heavy truck and 
bus traffic. So, the agents were trading off the risk 
of a fine against the risk of injury or death on the 
roads - a different calculation from the one we had 
perceived initially. 
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How can we make this kind of deeper inquiry  
more likely? Here are some proposals: 

AVOID THE TERM 
“IRRATIONALITY” 
We will not focus on the long-running and 
complex debates about how to define rationality 
and irrationality.456 Our main concern is with the 
consequences of how ‘irrationality’ is used in 
practice. The act of diagnosing irrationality in others 
seems to imply that you yourself are rational, or at 
least have the ability to detect rationality. At the 
same time, the act can delegitimize the views of the 
‘irrational’ party - their disagreement is not valid 
because they are not playing by the rules of reason, 
unlike you.457 Doing so can lead to failure to 
understand the reasonableness of people’s actions. 
Of course, we need to avoid setting up straw men 
representations of how behavioral scientists think, 
as some critics do. But we think the use of the 
label ‘irrational’ may increase over-confidence 
and impede deeper inquiry. Dropping it may be a 
necessary, but not sufficient, way of solving these 
problems for practitioners.458  

EMBRACE EPISTEMIC HUMILITY 
Epistemic humility is based on ‘the realization 
that our knowledge is always provisional and 
incomplete - and that it might require revision in light 
of new evidence.’459 For behavioral scientists, this 
might involve recognizing what initial inquiries are 
essential, rather than simply reaching for a familiar 
theory, concept or intervention and applying it to 
the situation at hand. It might be about pausing 
to reflect on how far existing knowledge can be 
transferred between contexts and domains. It might 
be about recognizing the possibility of backfires 
and spillovers, of recognizing how goals and 
preferences (including our own) may be complex 
and ambiguous. The Covid-19 pandemic has shown 
just how difficult it can be to predict behavior, and 
could act as a spur for recognizing why greater 
epistemic humility is needed.460 

DESIGN PROCESSES AND 
INSTITUTIONS TO COUNTERACT 
OVERCONFIDENCE 
While behavioral scientists should be familiar with 
the concept of overconfidence and its causes, 
applying such ideas to our own actions is much 
harder. Instead, we should look at how to design 
and redesign the contexts in which behavioral 
scientists are making decisions in order to promote 
greater humility. In its Behavioral Government 
report, BIT has already shown how policy makers 
are often affected by issues such as optimism bias 
and illusions of control.461 We then set out a series 
of institutional changes to reduce their ensuing 
overconfidence, including pre-mortems, reference 
class forecasting, and break points. What are the 
equivalent changes to processes that might reduce 
overconfidence among those applying behavioral 
science?   

A common theme through these ideas is the need 
for more and better inquiry into behaviors in 
context, rather than making assumptions. At BIT, we 
refer to these inquiries as Explore work. 
 
EXPLORE
Open-ended qualitative exploration of the 
context and drivers for behaviors is not new to 
the behavioral sciences.462 BIT itself has always 
emphasized the importance of investing in this kind 
of inquiry - and has worked to incorporate new 
methods of doing so, such as citizens’ juries.463 As 
part of this effort, BIT has released a new Explore 
report, an accessible guide for exploring behaviors 
in order to create interventions. However, three 
areas demand particular focus in the future. 

The first is to pay greater attention to a) people’s 
needs and their existing strategies to fulfill their 
needs; and b) people’s own interpretations of their 
beliefs, feelings, and behaviors. Of course, there 
is existing work to build on here. Design thinking 
offers ways of understanding users’ needs, how 
they may be met, and how they may reshape 
the nature of the “problem” itself.464 So-called 
“wise interventions” foreground ‘the meanings 
and inferences people draw about themselves, 
other people, or a situation they are in’, and try to 
reshape these interpretations to change behavior.465 
These approaches have been less prominent (but 
not absent) because the last decade has seen more 
focus on changing contexts and situations than 
attitudes and intentions.466 

77The Behavioural Insights Team / A Manifesto for Applying Behavioral Science



We may need to collect more nuanced data on, 
say, race and ethnicity, rather than relying on the 
limitations of administrative data.469 And, finally, we 
need to acknowledge that the behavioral scientists 
doing this work bring their own perspectives, given 
the field itself is still relatively homogeneous - as we 
discuss in more detail below. 

Finally, we need to see how better exploration 
can reveal the interplay of context, culture, 
and cognition. Some make the case that recent 
applications of behavioral science have focused 
mainly on universal cognitive processes, triggered 
by immediate cues, as drivers of behavior; less 
attention has been paid to the role of culture, 
society, and values.470 Taking this focus has pros 
and cons.471 One risk is that it neglects the wider 
significance of explore work, instead seeing it 
as serving only a limited set of functions - e.g., 
constructing tailored interventions for specific 
circumstances, or checking how fixed concepts (like 
“anchoring”) play out in practice. 

In reality, a growing body of research shows how 
context, culture, and cognition are interrelated, 
and that neglecting one limits your understanding 
of the others.472 As one summary puts it, ‘universal 
cognitive processes are shaped by the specific 
cultural repertoires provided by the social 
environment, which vary between cross-cutting 
social groups.’473 For example, memory can 
function differently in Western and East Asian 
cultures because of varying conceptions of time.474 
 
In other words, there is dynamic interplay between 
the kinds of things that Explore work uncovers on 
the one hand, and behavioral science concepts on 
the other. The former is not somehow secondary to 
the latter. People’s experiences of culture and group 
identity profoundly influence the way that social 
norms function, rather than being just interesting 
variations on a central concept that remains 
unaffected.475  

Explore work - done well - can reveal 
how these interactions take place. 
In doing so, it can unlock new ways 
for behavioral science to engage 
with values and culture, addressing 
the criticism that the approach has 
‘a thin conception of the social’.476 
For example, one influential view 
of culture is that it influences action 
‘not by providing the ultimate values 
toward which action is oriented but by 
shaping a repertoire or “tool-kit” of 
habits, skills, and styles’.477 There are 

similarities here to the heuristics and biases ‘toolkit’ 
perspective on behavior, and you can see how 
behavioral scientists could start explaining how 
and when certain parts of the toolkit become more 
salient to people.  

Since this proposal may seem abstract, a final 
example may be useful. “Scarcity” is a well-known 
behavioral science concept. As formulated by 
Mullainathan and Shafir, scarcity explains that 
people with a limited resource (e.g., money, food, 
time) will focus narrowly (or “tunnel”) on managing 
that resource.478 However, tunneling their cognitive 
energy in one direction (e.g., providing food today) 
means they end up neglecting other concerns, such 
as longer-term planning. Scarcity then becomes a 
driver keeping people in poverty, as well as one of 
its effects. 

• Scarcity is a powerful and useful idea that 
has created valuable research and policy 
initiatives.479 However, it has been criticized 
along the following lines, which echo the 
arguments we make above:480

• The scarcity model assumes that those with 
limited resources find economic need to be the 
most salient form of scarcity.  

• However, they may be faced with multiple forms 
of scarcity at once (e.g., health issues, economic 
insecurity, violence). 

• When trying to prioritize, ‘hierarchies of concern 
are far from universal; culturally available 
frames influence which of several competing 
needs takes priority to become the object of 
“tunneling”’.481 

Second, we need to explore a wide range of 
experiences, including making greater efforts to 
reach and recognize marginalized voices and 
communities.467 We need to understand how structural 
inequalities can lead to expectations and experiences 
varying greatly by group and geography.468 We need 
to be aware of exactly whose experience we are 
exploring and what may be shaping that experience.  
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• In other words, what it is appropriate to “tunnel 
in” on may vary according to groups. People 
with few means may spend their limited money 
on funerals because worries about the social 
cost of not doing so outweighs narrow economic 
concerns. 

• By failing to consider the way that values 
influence the operation of scarcity, research 
‘risks labeling behaviors that enable survival 
in specific contexts as “‘non-optimal”’.’482 As 
we noted above, applying a general concept 
universally may lead us to see certain choices as 
irrational - wrongly. 

Careful Explore work can avoid these problems by 
identifying the different forms of scarcity present and 
how people interpret them using items from their 
cultural ‘toolkit’. Doing so would help us to better 
understand these high-level concepts and identify 
the conditions when they do or don’t influence 
behavior. And, in turn, this would prevent instances 
of the ‘behavioral brittleness’ mentioned earlier, 
where decontextualized cognitive frameworks are 
poorly aligned to specific contexts.   
 

ENABLE

Explore work helps intervention designers, but 
we can also go further. The people affected by 
an intervention could be involved in designing it 
themselves; they could also be enabled to drive 
changes that benefit themselves or society at large. 

Going further like this is important because many 
applications of behavioral science have been 
top-down, with a ‘choice architect’ enabling 
certain outcomes.483 Critics have argued that such 
a setup is problematic because it is manipulative, 
identifies people’s preferences poorly, and limits 
transparency, learning and autonomy.484  

We do not explore those questions here.485 
Instead, we emphasize that BIT and others have 
always supported and practiced a wider range 
of empowering approaches. From the start, the 
field has promoted techniques such as using 
natural frequencies to improve understanding of 
statistics, an idea that is often placed in opposition 
to nudging. This fact is only surprising if you have 
a simplistic either/or view of nudge versus other 
approaches; the reality is that a broader palette is 
and always has been in use. The way this palette 
should be used is still under debate - there are also 
hurdles to making deliberative engagement feasible 
in practice.486
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As we explain below, more can and should be 
done to broaden ownership of behavioral science 
approaches. Attention has focused on three main 
ways of doing so:  

NUDGE PLUS 
Nudge plus is where a prompt to encourage 
reflection is built into the design and delivery of a 
nudge (or occurs close to it). People cannot avoid 
being made aware of the nudge and its purpose, 
enabling them to decide whether they approve 
of it or not. While some standard nudges, like 
commitment devices, already contain an element of 
self-reflection, a nudge plus must include an ‘active 
trigger’ - just having the potential for reflection ‘is 
not sufficient to prompt deliberation and cause 
lasting behavior change’.487  

SELF-NUDGES 
A self-nudge is where someone designs a nudge to 
influence their own behavior. In other words, they 
‘structure their own decision environments’ to make 
an outcome they desire more likely.488 An example 
might be creating a reminder to store snacks in 
less obvious and accessible places after they are 
bought.  

BOOSTS 
Boosts emerge from the perspective that many of 
the heuristics we use to navigate our lives are useful 
and can be taught. A boost is when someone is 
helped to develop a skill, based on behavioral 
science, that will allow them to exercise their own 
agency and achieve their goals.489 Boosts aim at 
building people’s competences to influence their 
own behavior, whereas nudges try to alter the 
surrounding context and leave such competences 
unchanged. The similar but lesser-known idea of 
‘steer’ preceded boosts.490   

When these ideas are discussed, there is often an 
underlying sense of “we need to move away from 
nudging and towards these approaches”. But to 
frame things this way neglects two crucial questions: 
how empowerment actually happens; and when to 
use the different approaches.     

EMPOWERMENT CUTS ACROSS 
EXISTING LABELS
Right now, there is often a simplistic division 
between disempowering nudges on one side and 
enabling nudge plus/self-nudges/boosts on the 
other. In fact, these labels disguise two real drivers 
of empowerment that cut across the categories. 
They are: 

1. How far the person performing the behavior 
is involved in shaping the initiative itself. They 
could not be involved at all, involved in co-
designing the intervention, or initiating and 
driving the intervention itself.  

2. The level and nature of any capacity created 
by the intervention. The intervention may create 
none (i.e., have no cognitive or motivational 
effects), it may create awareness (i.e., the ability 
to reflect on what is happening), or it may build 
the ability to carry out an action (e.g., a skill). 

In the figure opposite, we show how the different 
proposals map against these two drivers.491

We now want to highlight the main things this figure 
reveals. Co-design requires some explanation. Co-
design uses creative methods ‘to engage citizens, 
stakeholders and officials in an iterative process 
to respond to shared problems’.492 In other words, 
the people affected by an issue or change are 
involved as participants, rather than subjects. This 
involvement is intended to create more effective, 
tailored, and appropriate interventions that respond 
to a broader range of evidence.493  

These co-design methods can mesh well with 
behavioral science approaches. Both have a 
pragmatic focus on what can be done in the real 
world; both highlight aspects of behavior that 
escape rational actor models.494 Facilitated co-
design sessions could help participants see how 
findings from behavioral science are relevant to an 
issue and decide what interventions are justified. 
For example, the UK’s move to automatic enrollment 
for pensions was preceded by deliberative 
events, including a National Pensions Day where 
1,000 people from across the UK were presented 
with evidence on the issue; 72% voted to adopt 
automatic enrollment with the right to opt out (and 
20% for no right to opt out).495
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The point here is that people may be heavily 
engaged in selecting and developing a 
nudge intervention that nonetheless does 
not trigger any reflection or build any skills 
(the main focus of approaches such as 
nudge plus and boost). People may choose, 
with consideration and full information, that 
they do not want those things to happen.496  

This choice is similar to the idea of self-
nudging, in the top right-hand corner of 
the figure. People are enabled to create 
their own nudges that they may then 
forget about, even as they continue to work. They 
have exercised agency, even though they may 
not experience autonomy later, while  the nudge 
operates.497 

In contrast, in the bottom left of the figure, a policy 
maker has decided that the best option is for 
someone to be taught a “boost” (e.g., simple rules 
of thumb for managing finances). In the absence 
of greater engagement, there is a risk that this 
becomes “paternalistic boosting”, where a policy 
maker has assumed that people will want this 
approach. While proponents of boosts say that 
‘individuals choose to engage or not to engage 
with a boost’, they also say ‘sometimes, lack of 
motivation may even be addressed with specific 
boosts (or nudges).’498 These two things seem to be 
in tension. 

“Paternalistic boosting” is in contrast with the bottom 
right corner of the figure, “self-boosting”, where 
people learn about heuristics and then proactively 
apply them to their own challenges, absent any 
prompting from a policy maker.499    

Our point is that these distinctions about different 
ways to enable are absent from current debates 
about “nudging versus boosting”.500 Identifying 
these two drivers of involvement and capacity 
show how the way in which these approaches are 
applied matters.  

There is a final element that is missing from the 
current debate – how far enabling people can lead 
to a major decentering of the use of behavioral 
science.  
 
The approaches in the figure above tend to assume 
either that a central actor is creating the intervention 
or, if the person concerned is also the creator, then 
the intervention is focused on themselves. 

These are not new ideas. In 1969, George Miller 
encouraged psychologists to find how best to ‘give 
psychology away’.501 In a little-noticed section 
of Nudge, Thaler and Sunstein actually propose 
that ‘workplaces, corporate boards, universities, 
religious organizations, clubs, and even families’ 
could decide to nudge themselves.502 The creators 
of Nudge Plus do suggest that it could ‘provide a 
link between citizen action on public policy issues 
and bottom-up movements for social and political 
action.’503 

However, we need more examples of how this 
can be done. One might be the way that the Fair 
Tax Mark campaign emerged in the UK. The Mark 
was a sign that a vendor had not engaged in tax 
avoidance; it acted as a nudge, since it provided 
a signal to consumers without restricting their 
choice.504 But the Mark was created by a not-for-
profit actor, rather than by a government. One 
could imagine that many other groups could be 
enabled to launch campaigns like these that draw 
on behavioral science principles.  

These ideas point towards a new dynamic for 
the public sector. Proponents of co-design argue 
that more traditional, top-down approaches are 
inadequate for addressing wicked problems, whose 
multi-dimensional nature requires input from both 
experts and the public.505 This idea chimes with our 
proposals above on ‘system stewardship’. If there 
is an increasing need to shift away from top-down 
control towards enabling conditions for behavior, 
then this changes the role of policy designers. 
Rather than being architects, they may need to 
be more like facilitators, brokers, and partnership 
builders.506 

But if more people are enabled to use behavioral 
science, they may decide to introduce interventions that 
influence others. Rather than just creating self-nudges 
through altering their immediate environments, they 
may decide that wider system changes are needed 
instead. In other words, a range of people could be 
boosted to create nudges that generate positive societal 
change (with no ‘central’ actors involved). 
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We think this is the right direction of travel, and 
it shows how behavioral science can strengthen 
democratic engagement rather than weaken 
it.507 But to move forward we need a clearer 
understanding of the different ways people can be 
enabled, rather than trading competing labels.  
 
When to use more enabling approaches? 
 
The second crucial question is not ‘is boost or 
nudge best?’, but how to match the approach to the 
situation.508 We propose that the following criteria 
should be used to inform that judgment:509 
 
1. OPPORTUNITY 
How likely is it that people will be able to use 
enabling approaches at the moment of action? 
Put differently, how will people know that this is 
the moment to “strategically call on automatic 
processes” if automatic processes are already in 
play?510 There is much evidence that being aware of 
decision-making biases is very different from being 
able to counter them.511 Checks are needed as to 
whether realistic opportunities exist and how they 
can be exploited (e.g., by creating new habits).
 
2. ABILITY AND MOTIVATION
Sometimes people’s true preference is not to be 
actively engaged in a choice or behavior (e.g., 
choosing not to choose). Similarly, ‘if individuals 
lack the cognitive ability or motivation to acquire 
new skills or competences, then nudging is likely to 
be the more efficient intervention’.512

 
3. PREFERENCES
If someone’s preferences about an issue are difficult 
to discover, then more enabling approaches may 
be better than nudging. This is also true if goals vary 
widely within a population, or if the same person 
has conflicting goals.513 Enabling approaches may 
also be less successful if the target behavior is not 
aligned to the individual’s interests.514  

4. LEARNING AND SETUP COSTS
The investment required from individuals (learning 
costs) and policy makers (setup costs) may vary 
between approaches. While creating boosts may 
take less effort than traditional education, they ‘may 
require some hours of instruction and practice’ and 
‘a regular investment of time’.515

In contrast, a nudge ‘typically reduces the cognitive 
and other costs of decisions for choosers, who 
are freed from devoting time and attention to the 
problem’.516 
 
5. EQUITY
If there are learning costs, who will want to bear 
them? This matters because, as proponents say, 
‘only those people who seek the competence 
offered by a boost will adopt it’.517 It is likely that 
the people with the most time and resources will 
engage and stick with the learning process, which 
means there could be inequitable outcomes. 
Equally, approaches that require less buy-in can 
reduce inequities.518  
 
6. EFFECTIVENESS
Finally, there is the question of which approach is 
likely to be most effective at influencing behavior. 
Various claims have been made about why nudge 
plus or boosts are likely to produce deeper and 
longer-lasting changes than nudges alone.519 
Studies that compare effectiveness are just emerging 
- some showing nudges outperforming boosts,520 
some the reverse,521 and others that nudge plus does 
better than nudge alone.522 Clearly, the field is still 
in the empirical foothills of being able to compare 
different approaches for certain behaviors.  

These criteria are all technical ones; autonomy 
and transparency may be valued as principles that 
outweigh all other considerations. But we argue that 
it’s important for the Explore phase to consider these 
criteria, rather than assuming the kind of intervention 
that people prefer.
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09
DATA SCIENCE 
FOR EQUITY

This vision is often presented as straightforward and 
obviously desirable, but it runs almost immediately 
into ethical quandaries around manipulation and 
discrimination. There is also emerging evidence that 
people often object to personalization. 

We propose that the main opportunity is for data 
science to identify the ways in which an intervention 
or situation appears to increase inequalities, and 
reduce them.523 

We call this idea data science for equity. It uses 
data science to support not exploit. But it needs 
to be supported by other attempts to increase 
agency, and more data on which uses people find 
acceptable.

THE PROMISE OF MACHINE 
LEARNING 
There are now more datasets available and better 
techniques to analyze them.524 While the term “data 
science” covers a wide range of activities, there has 
been particular interest in machine learning, a field 
that develops algorithms that can offer new insights 
into the heterogeneity we just discussed.525 Rather 
than explaining the details of machine learning, we 
want to focus on the results it can produce. 

Investigating how effects vary by group is not a new 
idea. The idea of “segmentation” has been core to 
marketing for decades.526 

Recent years have seen growing interest in using new data 
science techniques to reliably analyze the heterogeneity of large 
datasets. The idea is to better understand what works best for 
certain groups, and thereby tailor an offering to them.

Analyzing trial results by subgroups is a common 
step, albeit one that requires care, as the replication 
crisis showed.527 Machine learning offers more 
sophisticated, reliable and data-driven ways of 
detecting meaningful patterns in datasets.528 

• A machine learning approach has been 
shown to be more effective than conventional 
segmentation approaches at analyzing patterns 
of US household energy usage to reduce peak 
consumption.529

• Danish data has shown that machine learning 
can accurately predict whether someone has 
a bacterial infection, thereby complementing 
physicians’ attempts to limit unnecessary 
antibiotic prescribing.530

• The smartphone driving app in India mentioned 
earlier used machine learning to identify how 
feedback messages matched to driving abilities. 

There has been much excitement around the idea 
that these results could be used to create more 
effective targeted interventions. In other words, 
people should receive the type or variation of 
intervention that works best for them - or they should 
be proactively targeted based on their predicted 
needs.531 “Scaling” a program becomes about mass 
tailoring rather than uniform deployment. 
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There are claims that these personalized or 
“algorithmic” nudges are much more effective 
than generic ones,532 particularly so-called 
“hypernudges” that can create highly-personalized 
online environments.533  More generally, the rise of 
bespoke interventions is often seen as the future for 
applied behavioral science.534 Usually the implicit 
or explicit message is that we should just accelerate 
towards this future as fast as possible.535

Many theories offer reasons why personalization 
should produce positive results, such as: perceived 
self-relevance; feeling of rightness or fit; familiarity 
or fluency; and self-efficacy.536 Real-world 
empirical studies also provide support.537 But 
we need to recognize that this vision of tailored 
inventions requires major technical, ethical and 
acceptability challenges to be overcome. 

TECHNICAL CHALLENGES 
For a start, some of the same criticisms from 
psychology’s replication crisis may also apply to 
machine learning. Measurement, model selection, 
and the way claims are communicated have all 
been the targets of criticism.538 A common concern 
is whether the datasets that “train” machine 
learning algorithms introduce bias and reduce their 
generalizability.539 Some studies also question the 
added value of machine learning. One looked 
at whether researchers could predict certain life 
outcomes of children; complex machine learning 
models often failed to outperform simple benchmark 
approaches.540

Then there is the effort required, since ‘personalizing 
nudges is not a small endeavor’.541 While machine 
learning may produce interesting results, data 
scientists actually spend more than half their time 
doing the mundane, painstaking work of cleaning 
data first.542 Accessing these datasets often raises 
privacy concerns, since they may include sensitive 
personal data.543 

Finally, the recommendations need to be feasible 
for policy makers. Choosing the right number of 
segments involves balancing analytical concerns 
against knowledge about how many can be 
practically implemented.544 And the truth is, at least 
for the public sector, the infrastructure for delivering 
tailored interventions at scale often just does not 
exist. While it may exist in the private sector, this 
is often in online environments only; physical 
environments are much harder to personalize.545

ETHICAL CHALLENGES
Adopting new technologies is never value-free.546 
There is no “view from nowhere” here either: using 
machine learning is not just a technocratic task. 
Ethical quandaries soon emerge. 

First, using new techniques means that people 
are unlikely to know what data has been used to 
target them, and how.547 Arguably, individuals 
who are affected by algorithms are owed an 
explanation of how a decision has been made - 
but that can be hard when those algorithms are 
continually adapting and processing new data.548 
Transparency is particularly important if the effects 
are widespread and lasting (one study found that 
targeted digital advertisements altered people’s 
self-perceptions, with effects lasting at least two 
weeks).549 

Machine learning datasets may feature detailed 
and sensitive information about an individual, 
including their biases and vulnerabilities.550 When 
combined with low transparency, the result could 
be greater opportunities to manipulate recipients 
into outcomes that are badly aligned with their 
preferences.551 If done systematically at large scale, 
this could even lead to market manipulation.552 We 
need to make sure that increased data capabilities 
do not just result in instruments of precise control (or 
perceived control). 

Closely related to manipulation concerns is the 
fear that data science will create new opportunities 
to exploit, rather than help, the vulnerable. One 
aspect is algorithmic bias. Models that use datasets 
that reflect historical patterns of discrimination can 
produce results that reinforce these outcomes.553 
For example, an algorithm will have a biased 
understanding of what a “successful” candidate is 
if it uses a data from a company with discriminatory 
hiring practices. Examples range from racial bias 
in healthcare provision to gender bias in credit 
scoring, although some argue that algorithms 
are actually less likely to be biased than human 
judgment.554 

The UK’s Department of Work and Pensions (DWP) is 
trialing an algorithm that analyzes past historical data 
to predict which cases are fraudulent in the future. 
The UK’s National Audit Office reports that the DWP 
is aware that ‘biased outcomes’ could occur, since ‘if 
the model were to disproportionately identify a group 
with a protected characteristic as more likely to commit 
fraud, the model could inadvertently obstruct fair 
access to benefits.’555 
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The DWP is attempting to manage these risks by:

• Pre-launch testing and continuous monitoring.

• “Fairness” analysis, which looks at how false 
positive results are distributed across groups with 
protected characteristics.

• Keeping the final decision with a human, and 
not telling caseworkers why each case has been 
flagged for review.

 
 
 
 
 
 
 
 

Moreover, there is an “acceptability gap”: even 
if people accept a personalized service, they 
are generally against the collection of sensitive 
information that personalization often relies on.557 

While systematic data on acceptability is 
limited, there are many cases where people 
have an instinctive negative reaction against 
personalization.558 When a company tries 
personalization that crosses into being “creepy,” 
uproar and damage to their reputation can ensue. 
The Dutch bank ING found this when it tried to 
introduce targeted advertising for additional 
products, based on their customers’ behavior: after 
a massive backlash, the Dutch Data Protection 
Authority formally warned against this kind of 
marketing.559  

Reasons why people react negatively to 
personalization include: perceiving it as an invasion 
of privacy, as when the data is too detailed (e.g., 
a previous transaction history) or clearly comes 
from another website;560 if it is seen as an explicit 
attempt at manipulation;561 if it contains already-
known content;562 or if it seems to be based on 
a stereotypical judgment.563 For example, when 
overweight people thought they had been given 
information about a weight loss program based on 
their weight, rather than randomly, this led to more 
negative thoughts and lower intention to perform 
healthy behaviors.564

Since disadvantaged groups are more likely 
to be subject to the decisions of algorithms, 
there’s a particular risk that inequalities will 
be perpetuated.556

And even if an algorithm is not making a decision, 
but just identifying people’s situations, that itself can 
be used to exploit them. For example, new ways of 
identifying financial security could be used to target 
support more effectively - or to target high-interest 
loans more lucratively.   

ACCEPTABILITY CHALLENGES
There is also emerging evidence that people object 
to personalization. While they support some 
personalized commercial services, like shopping 
and entertainment, they consistently oppose 
advertising that is customized based on sensitive 
information. 

87The Behavioural Insights Team / A Manifesto for Applying Behavioral Science



DATA SCIENCE FOR EQUITY                   Behavioral science can make a 
particular contribution here. Since 
humans are training the machine 
learning models, we need to understand 
how biases in our perceptions 
and judgments are transferring to 
algorithms.572 There is growing interest 
in the ways that behavioral scientists 
can help understand and modify the 
“behavior” of algorithms, as part of 
a wider “behavioral data science” 
agenda.573  

“Data science for equity” may seem like a platitude, 
but it’s a very real choice: the combination of 
behavioral and data science is powerful, and 
has been used to create harm in the past. Nor is 
it a simple choice: we need to work through the 
implications of “data science for equity”. The idea 
may be more ethically justified because it tries to 
reduce harm and injustice and help those who 
are vulnerable.574 But this is only one strand of the 
objections we just considered. Behavioral scientists 
need to consider all the “who”, “how”, “when”, and 
“why” questions:       

• Who does the personalization target, and using 
what criteria? Many places have laws or norms 
to ensure equal treatment based on personal 
characteristics, such as age, race, and gender. 
When does personalization violate those 
principles? Does personalization undermine 
social cohesion by exacerbating existing fault 
lines?575 These questions actually go beyond 
behavioral science, but they should not be 
ignored. 

• How is the intervention constructed? To what 
extent do the recipients have awareness of 
the personalization, choice over whether it 
occurs, control over its level or nature, and the 
opportunity for giving feedback on it?576  

• When is it implemented? Is it at a time when 
the participant is vulnerable? Would they likely 
regret it later, if they had time to reflect? 

• Why is personalization happening? Does it aim 
to exploit and harm or support and protect the 
recipient, recognizing that those terms are often 
contested? 

How to navigate these challenges? We 
propose that the best way forward is for 
data science to identify the ways in which an 
intervention or situation appears to increase 
inequalities, and for behavioral science to be 
used to reduce them.565 We call this idea data 
science for equity: using the power of data 
science to support not exploit.

For example, groups that are particularly likely 
to, say, miss a filing requirement, could be offered 
preemptive help. Algorithms can be used to 
better explain the causes of increased knee pain 
experienced in disadvantaged communities, 
thereby giving physicians better information to act 
on.566 They could identify when frontline workers 
are discriminating (consciously or not) against 
service users.567 Or they could spot outliers who 
are achieving better outcomes than their situation 
would predict, and try to understand why - so good 
practices could be facilitated more widely.568 

There are reasons to be optimistic. Biases in 
algorithmic judgments may be easier to fix than 
those in human judgment, and increasing effort is 
going towards this goal. For example, many models 
that tried to predict postpartum hemorrhage had 
‘high risk of bias’ that could ‘perpetuate or even 
worsen existing disparities in care’.569 Additional 
work produced new models that managed to 
reduce these biases.570 Best practice guides are 
now recognizing the need to build user experience 
perspectives into data science projects, so the 
effects of algorithms are considered fully.571   
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The “how” and “why” are perhaps the two most 
important factors for the idea of data science for 
equity. How far does a supportive intent justify 
an intervention that may not be transparent or 
apparent? As the simple table below indicates, 
the goal would be to move the “data science for 
equity” agenda from the top right-hand corner to 
the bottom right-hand corner. In other words: aim 
for a situation that reduces the ethical issues with 
how data science is being applied as well.

Getting there will take time. But we can identify 
some obvious priorities now. One is to get more 
data on how acceptable people find different kinds 
of personalization to be. What tradeoffs would 
people find acceptable in order to receive higher 
value personalized services? 

Behavioral science can help guide our questions 
here as well. For example, one possibility is a move 
towards using algorithms to personalize prices. 
Behavioral science offers existing evidence about 
how people make judgments about the fairness of 
pricing which can be relevant here.577 People may 
tolerate high price tailoring if the products are very 
similar or firms can explain why the differences are 
fair (e.g., the higher price cross-subsidizes those 
who can’t afford as much).578

“WHY”: PURPOSE OF PERSONALIZATION

EXPLOITATIVE SUPPORTIVE

“HOW”: LEVEL 
OF AWARENESS, 
CHOICE, CONTROL, 
OPPORTUNITY FOR 
FEEDBACK

LOW
Manipulation that the field needs 
to reject

“Data science for equity” may be 
justified in some instances 

HIGH
Will not be tolerated, and 
therefore unlikely to occur

Long-term goal for the field, but 
also presents practical barriers

A more practical goal is to increase people’s 
agency in the face of personalization, 
perhaps by developing their ability to detect 
tailoring or targeting when it happens. 

For example, a recent study found that a short 
intervention that prompted people to reflect on an 
aspect of their personality increased their ability 
to detect advertisements targeted at them by up to 
26 percentage points.579  Teaching these kinds of 
techniques may be a good option, since they could 
be resilient to constantly changing technologies and 
strategies. 
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10
NO ‘VIEW FROM 
NOWHERE’

Behavioral scientists may not see the extent to 
which they hold elite positions that stop them from 
understanding people who think differently. In 
addition, homogeneity in terms of gender, race, 
physical abilities, sexuality, and geography also 
influences the viewpoints, practices, and theories of 
behavioral scientists. So, rather than claiming that 
science is value-free, we need to find realistic ways 
of acknowledging and improving this reality. 

We propose: improved self-scrutiny, with 
practitioners querying how their identities and 
experiences contribute to their stance on a topic; 
new ways for potential subjects of research to 
judge researchers and decide whether they want 
to participate; wider participation in intervention 
design to bring in new perspectives; and greater 
diversity among behavioral scientists, through 
actions like professional networks connecting the 
Global North and Global South.

Exploring, enabling, and decentering - the 
proposals we made just now raise the question 
of who is acting. It’s a crucial point. Deeper 
exploration may not be possible if you have 
not reckoned with where you are starting from. 
Applying a behavioral lens may be insufficient if 
you only consider who is seen through the lens, and 
not who is looking from the other side - or what the 
act of “seeing” entails.580 

Behavioral scientists need to understand how they bring certain 
assumptions, privileges, and ways of seeing to what they do. We 
are always situated, embedded, and entangled with ideas and 
situations. We cannot pretend there is some set-aside position 
from which to observe the behavior of others - there is no “view 
from nowhere”. 

Our final proposal is one of the most wide-ranging, 
challenging, and important. Behavioral scientists 
need to understand how they bring certain 
assumptions, privileges, and ways of seeing to what 
they do.581 We cannot pretend there is some set-
aside position from which to observe the behavior 
of others. We are always situated, embedded, 
and entangled with ideas and situations.582 Yet it 
may not seem this way, since these entanglements 
constitute our way of seeing itself.  

We sum up this idea as ‘no “view from nowhere”’. 
For the philosopher Thomas Nagel, the “view from 
nowhere” was an objective stance that allows us 
to ‘transcend our particular viewpoint’.583 We do 
not think achieving such a stance is possible for 
behavioral scientists. No objective observation deck 
outside society exists; the place from which we see 
behaviors and construct issues matters. Assuming 
otherwise can create harm. 
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This section looks first at how the characteristics and 
positions of behavioral scientists as people can 
influence both their findings and the methods and 
concepts they use. We end by trying to offer ways 
of making behavioral scientists more aware of their 
perspectives, of diversifying the field of behavioral 
science, and of introducing greater equality 
between the people on either side of the behavioral 
science “lens”.

WHO BEHAVIORAL SCIENTISTS 
ARE INFLUENCES WHAT THEY DO
We start by considering the position of applied 
behavioral scientists. This is a group usually defined 
by having knowledge, skills, and education. 
Many of them are in positions where they can 
shape actions (public and private) through their 
advice and findings. Therefore, it’s fair to say that 
behavioral scientists as a group have a fairly 
privileged or elite position, especially when it comes 
to policy questions.  

This elite positioning means that certain ideas are 
likely to get strong support in ways that escape 
full awareness. For example, one critical paper 
argues that behavioral economists overstate the 
value of saving for retirement because they are 
rationalizing their own tendency to save more 
than average. Similarly, the paper also argues 
that their professional background means they 
rarely understand stances that are skeptical of 
education.584 We suggest that most people working 
to increase uptake of the Covid-19 vaccines have 
been vaccinated themselves.      

The issue is not with behavioral scientists holding 
these positions per se: it’s about awareness. We 
may not see the extent to which we hold elite 
positions that are preventing us from understanding 
people who think differently. There is evidence 
that politicians and bureaucrats misperceive the 
opinions of both the public in general and the users 
for whom they design services.585 In a recent study, 
US “policy elites” (e.g., judges, media pundits, 
lobbyists, scientists) inaccurately perceived issue 
opinions by around 14 percentage points.586 

Often, such elites believe that others’ opinions 
are more similar to their own than they actually 
are, and people will act the way they would.587 
In our Behavioral Government report, we called 
this the “illusion of similarity”.588 The danger is 
that policy elites are placing their group values 
and preferences on others, while thinking they 
are adopting a view from nowhere. This does not 
mean that policy makers can never act, but rather 
that they need to carefully understand their own 
positionality and that of others before acting.
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The risk of this happening is not limited to the policy 
domain. The positioning of funders, researchers, and 
those researched affects the way many interventions 
are realized. In response to a local resident asking, 
“Why am I always being researched?”, the US non-
profit Chicago Beyond argues that:

‘Funders are often cast as “outside of the work,” 
and researchers as
objectively neutral and merely “observing the 
work.” This does not account for the biases and 
perspectives every person brings to the work. When 
data is analyzed and meaning is derived from the 
research, the power dynamic often mutes voices of 
those who are marginalized.’589 

Of course, behavioral scientists have other aspects 
of identity apart from educational and professional 
status, including gender, race, physical abilities, 
sexuality and geography. These features also 
influence our viewpoints.590 And here again there 
have been concerns that particular perspectives 
dominate. Only a quarter of the behavioral insights 
teams cataloged in a 2020 survey were based 
in the Global South.591 An over-reliance on using 
English in cognitive science has led to the impact of 
language on thought being under-estimated.592 In 
the US, there have been particular concerns over 
the lack of racial and ethnic diversity in behavioral 
and social sciences, which are less diverse than 
biomedical sciences or engineering.593

One study examined this possibility by analyzing 
whether 5,000 psychology articles specified the 
racial/ethnic/national/cultural characteristics of 
the sample in question.598 The authors argue that 
doing so signals limited generalizability - i.e. “this 
conclusion only applies to x group”. 

They find that samples from the United States were 
featured less in titles compared to both other WEIRD 
and non-WEIRD regions. At the same time, samples 
from the US were featured more if they referred to 
minorities ‘who may be perceived as exceptions 
to assumed generalizability of the White American 
population’. In other words, there may be an 
assumption that findings from White US residents 
are particularly generalizable. Hence there are now 
calls for psychology to generalize from - rather than 
just to - Africa.599

We can step back and see these arguments as 
part of a bigger debate about the role of science. 
The “view from nowhere” is one of positivism: the 
scientific method is a value-free pursuit of objective 
truths about human behavior that rise above politics 
and beliefs. But this perspective has been criticized 
through a long history of skeptical inquiry. Some 
have seen the scientific method as entrenching 
power structures or representing a particular 
Western perspective, for example.600 

We are not proposing abandoning the scientific 
method; we have seen that randomized 
trials can lead to prior assumptions being 
questioned and even overturned. But we 
do agree that ‘values are entering the 
very process of producing knowledge 
within the behavioral sciences’.601 Rather 
than trying to deny this reality in favor 

of a ‘view from nowhere’, we should find ways of 
ensuring it produces better outcomes.

MORE SCRUTINY
We’re conscious that we don’t have all the answers 
here. A starting point could be for behavioral 
scientists to cultivate awareness of how their stances 
and viewpoints affect their practices. At one level, 
this task would involve researchers examining 
their relationship to and feelings about the topic 
in question, and querying how their identities and 
experiences contributed to that stance.602 
Hypothesis generation could particularly benefit 

Who behavioral scientists are influences what they 
do. The positions and perspectives of those studying 
behavior influences their theories and methods.594 

So this raises questions about the accuracy and 
legitimacy of conclusions emerging from a relatively 
homogeneous elite.595 In the words of Neil Lewis, 
Jr., ‘Those in dominant positions within society and 
within disciplines do not notice the centrality of their 
positions, and as a result end up assuming that their 
patterns of thoughts, feelings, and behaviors are 
“normal” and neutral’.596 

These assumptions then form a base for developing 
theories, conceptualizing variables, collecting 
data, and interpreting findings.597 For example, 
data from western, educated, industrialized, rich, 
and democratic (WEIRD) samples may be seen 
as more generalizable to humans as a whole. 
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from this exercise, since arguably it is closely 
informed by the researcher’s personal priorities 
and preferences.603 Working through the reasons 
why one is pro-vaccination may be the first step 
to developing the ability to perceive and feel how 
someone holds an opposing view - perhaps in 
terms of concerns about purity and trust.604

This self-reflexive scrutiny could also be applied to 
theories and methods.

The handle was often dirty and people were on the 
way to work or school. The intervention designers 
note that while ‘our team’s missed opportunities to 
improve key design elements illustrates our own 
biases’, these could be limited through resident 
participation.609 

Looking beyond specific interventions, wider 
participation in behavioral science work could be 
a way of keeping the field fresh by bringing in new 
perspectives. Rory Sutherland has emphasized 

how behavior can be successfully influenced 
through the “alchemy” of asking non-
obvious questions and adopting unique 
perspectives.610 Applied behavioral science 
may be weakened if it is a closed system 
limited to expert input only. We noted earlier 
the deadening effect of a “painting by 
numbers” approach that just uses a limited 
palette of heuristics and biases. 

MORE DIVERSITY
If personal viewpoints and situations constrain 
behavioral science, then expanding the range of 
people who become behavioral scientists should 
allow the field to learn more.  For example, building 
on our earlier point about hypothesis creation, there 
is evidence that cognitive diversity may particularly 
benefit ‘complex, multi-stage, creative problem 
solving, during problem posing and hypothesis 
generation’.611

Many kinds of diversity could be targeted. 
In terms of geographic diversity, projects in 
low- and middle-income countries should have 
researchers from those countries fully integrated. 
Doing this requires addressing barriers like a lack 
of professional networks connecting the Global 
North and Global South, and the time required to 
build understanding of the tactics required to write 
successful grant applications from funders.612 Within 
higher-income countries, much more could be done 
to increase the racial diversity of the behavioral 
science field, whether in terms of support for starting 
and completing PhDs,613 or reducing the significant 
racial gaps in publicly-funded research that exist in 
some countries.614 These changes require sustained 
effort, and may not happen quickly, but are 
necessary for the future credibility of the field.615    

‘How are inequitable approaches, methods, 
measures filtering into the study, and what are 
opportunities to do differently?’605 The task may be 
uncomfortable, but attempts to change approaches 
can succeed. Anthropology moved away from 
claiming objectivity to recognizing the central role 
played by the researcher’s perspective.606 

Self-scrutiny may not be enough. We should also 
find ways for people to judge researchers and 
decide whether they want to participate in research. 
We mean this in a broader sense that goes beyond 
consent forms. For example, Chicago Beyond 
has created a handbook that provides community 
organizations with criteria for clarifying what they 
want to get out of research and whether they want 
to participate.607 As we said before, the behavioral 
lens should work both ways. 

MORE PARTICIPATION
If people do decide to participate, that 
participation can be set up to challenge the 
assumed ‘view from nowhere’ - including 
through co-design approaches discussed earlier. 
Experiments with politicians have shown that 
misperceptions regarding public opinion can be 
reduced by increasing exposure to voters.608 The 
nonprofit Ideas42 gives the example of a project in 
New York City where feedback from participants 
revealed that a major barrier to using new waste 
disposal units was the need to touch a handle. 

Behavioral scientists could be actively 
reflecting on interventions in progress, 
including what factors are contributing to 
power dynamics. 
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